
 

 
Abstract 

 
In recent years, driver drowsiness and distraction have 
been important factors in a large number of accidents 
because they reduce driver perception level and decision 
making capability, which negatively affect the ability to 
control the vehicle. One way to reduce these kinds of 
accidents would be through monitoring driver and driving 
behavior and alerting the driver when they are drowsy or in 
a distracted state. In addition, if it were possible to predict 
unsafe driving behavior in advance, this would also 
contribute to safe driving. In this paper, we will discuss 
various monitoring methods for driver and driving 
behavior as well as for predicting unsafe driving behaviors. 
In respect to measurement methods of driver drowsiness, 
we discussed visual and non-visual features of driver 
behavior, as well as driving performance behaviors related 
to vehicle-based features. Visual feature measurements 
such as eye related measurements, yawning detection, 
facial expression are discussed in detail. As for non-visual 
features, we explore various physiological signals and 
possible drowsiness detection methods that use these 
signals. As for vehicle-based features, we describe steering 
wheel movement and the standard deviation of lateral 
position. To detect driver distraction, we describe head 
pose and gaze direction methods. To predict unsafe driving 
behavior, we explain predicting methods based on facial 
expressions and car dynamics. Finally, we discuss several 
issues to be tackled for active driver safety systems. They 
are 1) hybrid measures for drowsiness detection, 2) driving 
context awareness for safe driving, 3) the necessity for 
public data sets of simulated and real driving conditions. 

1. Introduction 
Recently, the total number of serious car crashes is still 

increasing regardless of improvements in road and vehicle 
design for driver safety. The U.S. National Highway 
Traffic Safety Administration (NHTSA) data indicate that 
more than 40,000 Americans suffer serious injuries from 
56,000 sleep related road crashes annually [1]. According 
to a study by the Sleep Research Center (UK), driver 
drowsiness at the wheel causes up to 20% of accidents on 

monotonous roads [2]. Several studies have produced 
various estimates of the level of sleep deprivation as it 
relates to road accidents. In addition, driver distraction or 
inattention is another critical problem for safe driving [3]. 
In summary, driver drowsiness and distraction are major 
causal factors behind road accidents.  

To reduce the number of road accidents, it is necessary to 
monitor driver and driving behavior and alert the driver 
when he or she is drowsy or in distraction state. In addition, 
if it were possible to predict unsafe driving behaviors in 
advance, this would contribute to safe driving. According 
to one report [4], the amount of car crashes would be 
reduced by 10- 20% by monitoring and predicting driver 
and driving behaviors. A reliable and robust driver 
drowsiness and distraction detection system would send an 
alert to the driver and thus reduce the number of hazardous 
situations on the road. If it were possible to predict unsafe 
driving behavior in advance, this would also be helpful in 
preventing road accidents. Thus, it is desirable to design a 
framework consisting of two phases, that is, both 
monitoring and predicting driver and driving behavior. 
Figure 1 shows such a framework. 

For a driver monitoring system, two issues such as driver 
fatigue measurement and distraction detection should be 
solved. Usually, driver fatigue or drowsiness may be 
related with symptoms including eye movement, facial 
expression, heart and breathing rate, and brain activity 
[5-10]. To detect driver drowsiness, visual features such as 
eye movement and facial expression are very important. 
Yawning measurement is also good indicator of a driver’s 
drowsiness [11]. As non-visual features, heart rate 
variability (HRV), galvanic skin response (GSR) and 
conductivity, steering-wheel grip pressure, and body 
temperature are possible candidates for estimating the 
driver’s fatigue level indirectly [12]. Electroencephalogram 
(EEG) and Electro-oculogram (EoG) give additional 
psychophysiological information about drowsiness or 
emotional reactions [13]. Driving behavior information 
such as steering wheel movement, lane keeping, 
acceleration pedal movement and braking, etc., should also 
be considered to detect driver drowsiness.   
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Recently, excessive uses of in-vehicle information 
systems such as navigation systems and mobile phones 
induce visual and cognitive distraction in the driver. Visual 
distraction refers to the state of “eye-off-road”, and 
cognitive distraction is described as “mind-off-road” [14]. 
Driver distraction may lead to larger lane variation, slower 
response to obstacles, and more abrupt steering control, and 
its monitoring should be a feature of a safer 
driver-monitoring system. To detect driver distraction, it is 
necessary to extract head pose or gaze information 
efficiently. 

By carefully monitoring driver and driving performance 
behavior, it is possible to predict minor and major accidents. 
In particular, the progress of pervasive computing 
technology with integrated sensors and networking has 
made it possible to build an ideal platform to predict 
accidents. Jabon et al. [15] identify a comprehensive set of 
driver’s key facial features at various pre-accident intervals 
and use them to predict minor and major accidents. This 
approach is very important for active driver-safety systems 
designed to prevent accidents. The Signal Processing 5 
Laboratory of the EPFL in Switzerland [16] analyzes facial 
expressions and muscle movements to detect distraction as 
well as emotions that could indicate that the driver is not up 
to the task at hand.  

The aim of this paper is to discuss monitoring the 
driver’s state as well as predicting unsafe driving behaviors. 
We explain several issues in developing a framework 
consisting of two phases: monitoring and predicting driver 
and driving behavior. The organization of this paper is as 
follows: Section 2 discusses driver drowsiness detection. 
We discuss driver behavior features such as visual and 
non-visual features, and driving performance behaviors 
related to vehicle-based features.  Eye related measurement 
like PERCLOS, yawning detection and some current 
limitations in measuring visual features are discussed in 
detail. As for non-visual features, we explore physiological 
signals for detecting drowsiness. As for vehicle-based 
features, we describe steering wheel movement and the 
standard deviation of lateral position. Section 3 describes 
some issues related to driver distraction measurement, in 
particular, head pose and gaze direction methods. Section 4 
presents prediction methods for unsafe driving behaviors. 
We explain predicting methods based on facial expression 
and car dynamics. Finally, Section 5 discusses some issues 
for active driver safety systems. They are 1) hybrid 
measures for drowsiness detection, 2) driving context 
awareness for safe driving, 3) the necessity for public data 
sets of simulated and real driving conditions. 

 

2. Driver drowsiness measurement 
For safe driving, it is necessary to construct a reliable 

driver monitoring system which could alert the driver when 

he or she is drowsy or a state of inattention. In this Section, 
we will discuss drowsiness measurement methods. 

The word “drowsy” simply refers to an inclination to fall 
asleep. A drowsy driver who falls asleep at the wheel can 
be characterized by diminished alertness compared to a 
normal state. Sometimes a driver experiences sleep for a 
few seconds and may not even realize it. This is called 
micro-sleep. The duration of micro-sleep can last between a 
few seconds and as long as 30 seconds or even more. This is 
sufficient time to drift out from one’s traffic lane and crash 
into a tree or another car. Therefore, the driver’s drowsiness 
state, in which a transition occurs from awake to asleep, 
should be monitored.  

To detect the drowsiness level of the driver, we have to 
extract driver behavior information as well as driving 
behavior information as shown in Table 1. Driver behavior 
information consists of both visual and non-visual features. 
Visual features include eye closure, eye blinking, yawning, 
head pose, facial expression etc. [10, 11, 17]. The 
frequency of eye blinking and degree of eyelid opening are 
a good index of the tiredness level [10]. Non-visual features 
consist of heart rate, pulse rate and brain activity. These 
physiological signals (electrocardiogram (ECG), 
electromyogram (EMG), electro-oculogram (EoG) and 
electroencephalogram (EEG)) are used to detect driver 
drowsiness [18-23]. Driving behavior information includes 
deviations from lane position, vehicle speed, steering 
movement, pressure on the acceleration pedal, etc. [24, 25]. 

2.1. Visual features 
Usually, facial movements such as eye blinking, frequent 

yawning and nodding or swinging head are key elements 
among visual features used for detecting drowsiness. Much 
research work is focused on eye behaviors in particular to 
determine a driver’s alertness [26, 27]. A reliable and valid 
determination of a driver’s alertness level is known as 
PERCLOS (Percent Eye Closure) [28-30]. PERCLOS is 

Figure 1: General framework of a monitoring and predicting 
unsafe behavior system 
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the percentage of total time that the driver’s eyelid is closed 
80% (or more) over the pupil and also reflects slow eyelid 
closure. When PERCLOS exceeds a predetermined 
threshold, the proposed system generates a drowsiness 
warning. However, one disadvantage of PERCLOS is that 
sometimes a driver who is trying to stay awake is able to 
fall asleep with his eyes open. 

To calculate PERCLOS, we have to extract the eye 
region including the pupil area. However, there are some 
limitations in extracting those visual features. One of them 
is the problem of proper lighting. Drowsiness should be 
detected under real conditions, i.e., throughout daytime and 
night, and regardless of whether the driver is wearing 
glasses or sunglasses. Usually, a simple CCD or web 
camera is used during the day, and an IR camera is used at 
night [31-34]. Moreover, for eye detection with a driver 
who is wearing sunglasses, it is necessary to find a proper 
wavelength of Near IR (NIR) illumination. One possible 
candidate wavelength is 850nm. In a real automotive 
environment, reflected sunlight is also generated on the 
outer surface of the eyeglasses. To diminish the reflection 
effect, Jo et al. [34] used a NIR illuminator with a narrow 
bandpass filter which restricts the incoming wavelength of 
light to 850nm. This is because the high-power LED 
illuminator is more powerful than the sunlight in the car. 
Figure 2 shows that the reflected sunlight is removed by an 
NIR illuminator with narrow bandpass filter [34].  

Another method is faceLAB used in the commercial 
product such as the Seeing Machine [35]. A passive pair of 
video cameras is used and the video images are processed 
in real-time to determine the 3D position of each feature. 
The system is able to determine a precise 3D head pose and 
computes eye gaze direction. Its advantages include coping 
well with low light conditions and head movements while 
the driver is wearing sunglasses.  

Yawning is another sign of driver drowsiness. This is 
detected from measuring both the rate and the amount of 
changes in the driver’s mouth contour [7, 11]. Head pose 
estimation and head motion detection of movements such 
as nodding are also important in monitoring driver alertness 
[36, 37]. In addition, facial wrinkles of the driver appearing 

on the brows, mouth and nasolabial fold are good physical 
signs that drowsiness is being resisted, and that therefore it 
is present [38]. 

2.2.  Non-visual features 
Non-visual features or physiological signals such as 

heart rate and brain activity are useful in predicting 
drowsiness, with fewer false positives compared to visual 
features because the determination of a drowsy state from 
visual features can be possible only after the driver is well 
on the way to sleep. In other words, the prediction of 
drowsiness based on these physiological signals makes it 
possible to warn a drowsy driver in a timely manner. 
Electrocardiogram (ECG), electroencephalogram (EEG), 
electromyogram (EMG), electro-oculogram (EoG), and 
Photoplethysmography (PPG) may all be used as 
physiological signals. 

Table 1: Summary of various features for detecting and predicting driver drowsiness. 

Figure 2: Reflected sunlight is dealt with by an NIR illuminator
with a narrow bandpass filter in [34].  (a)NIR illuminator only,
(b) NIR illuminator with bandpass filter. 
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From the ECG signal, heart rate (HR) can be extracted; 
the heart rate can be used to detect drowsiness because it 
varies significantly between alertness and drowsiness states 
[19, 39]. Heart rate variability (HRV) which measures the 
beat-to-beat changes in the heart rate is also used to detect 
drowsiness. As the driver goes from an alert to a drowsy 
state, the ratio of low frequency to high frequency beats in 
the ECG signal progressively decreases [20, 40]. 

One critical issue in handling physiological signals is to 
eliminate noise and artifacts inevitable in real environment 
driving conditions. Following effective filtering, various 
feature extraction techniques such as Fast Fourier 
Transform (FFT) and Discrete Wavelet Transform (DWT) 
are used. Then, the extracted features are classified using 
Support Vector Machine (SVM), Artificial Neural 
Networks (ANN), Linear Discriminant Analysis (LDA), 
etc. [40-43]. 

Even though the reliability and accuracy in detecting 
driver’s drowsiness based on physiological signals is high 
when compared to visible features, an important limitation 
of physiological signal measurement is its intrusive nature. 
One possible way to solve this limitation is to use wireless 
technologies such as Zigbee and Blutooth for measuring 
physiological signals in a non-intrusive way by placing the 
electrodes on the steering wheel or in the driver’s seat [44, 
45]. Figure 3 shows ECG measurement on the driver 
seatback [45].   Finally, the signals are handled by smart 
phones and driver drowsiness is determined [46]. However, 
this kind of non-intrusive system is less accurate compared 
to intrusive systems due to improper electrode contact. 

To obtain reliable driver’s drowsiness detection results, 
some attempts had been done to fuse various measurements 
[20, 47]. A mixture of PERCLOS, ECC and EEG were used 
to detect driver drowsiness and resulted in a higher success 
rate than individual measures [20]. Cheng et al. [47] used 
fusion of PERCLOS, blink rate, maximum close duration 
and percentage of non-steering measures to detect 
drowsiness. 

2.3. Driving behavior features 
Driving behavior features or driving performance 

measures include steering wheel movement, lane keeping, 
acceleration pedal   movement and braking, etc.  [48-50]. 
These features correlate to vehicle type and variability 
among drivers in their driving habits, skills and experience. 
The two most commonly used driving behavior measures 
for detecting the level of driver drowsiness are the steering 
wheel movement and the standard deviation in lateral 
position. 

Steering Wheel Movement (SWM) is measured using 
steering angle sensor mounted on the steering column. 
When the driver is drowsy, the number of 
micro-corrections to the steering wheel, which are 
necessary in normal driving, is reduced [51]. The driver’s 

drowsiness state is determined from small SWM’s of 
between 0.5° and 5°. SWM’s are being adopted by car 
companies such as Nissan and Renault, but work in very 
limited situations due to their reliability only in particular 
environments [23]. 

Standard Deviation of Lateral Position (SDLP) is 
another sleepiness sensitive continuous performance 
measure. Ingre et al. [52] found that SDLP is correlated 
with the Karolinska Sleepiness Scale (KSS), a nine-point 
scale that has verbal anchors for each step. However, SDLP 
is dependent on external factors such as road markings, 
lighting and climatic conditions. Sometimes, these driving 
performance measures are not specific to the driver’s 
drowsiness. In particular, these kinds of driving behavior 
measures are dependent on the vehicle type, driver 
experience, and conditions of the road.  

3. Driver distraction detection 
Distraction is another important factor causing 

impairment of driver attention, involving a driver not 
paying sufficient attention to the road in spite of the 
presence of obstacles or other people. In particular, there is 
a trend toward increasing use of in-vehicle information 
systems, which also leads to driver distraction. 

 A good first step in detecting driver distraction or 
inattention is to monitor the driver head pose and gaze 
direction. A forward warning system [53] uses driver 
behavioral information to determine driver distraction and 
to determine whether the driver is looking straight ahead. 
Murphy-Chutorian et al. [54] use head pose information 
extracted from a localized gradient histogram and support 
vector regressors (SVRs) to recognize driver awareness. 
Kaminski et al. [55] propose a system to estimate 
continuous head orientation and gaze direction. 
Distractions can be categorized as visual, that is, 
“eye-off-road”, and cognitive, that is, “mind-off-road” [17]. 
Liang [3] proposes a method to detect the interactions of 
visual and cognitive distractions.  

To detect driver distraction, it is necessary to extract 
head pose or gaze information [56, 57]. Head pose 
estimation provides a driver’s �eld of view and current 
focus of attention. It is intrinsically linked to visual gaze 
direction. When the eyes are not visible, head pose is used 
to estimate the gaze direction. The combination of both 

Figure 3: ECG measurements on driver's seatback in [45].
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head pose and eye direction provides a person’s gaze 
information [58]. 

Murphy-Chutorian et al. [56] categorize eight conceptual 
approaches to head pose estimation. These are appearance 
template methods, detector array methods, nonlinear 
regression methods, manifold embedding methods, flexible 
models, geometric methods, tracking methods, and hybrid 
methods. Feature-based methods are the most commonly 
used gaze direction estimation methods [57]. With these 
methods, local features such as contours, eye corners, and 
reflections from the eye images are used. However, in 
vehicular environments, general gaze direction is 
sometimes good enough to reduce false warnings in 
forward collision warning (FCW) systems [59]. General 
gaze direction can be approximated by using only head 
orientation, which is computed by shape features 
with/without eye position, texture features or hybrid 
features consisting of shape and texture features [60]. 

4. Predicting unsafe driving behavior 
Monitoring driver state, driving behavior performance 

and vehicle state is very important for improving active 
driver safety systems. The driver state is monitored by 
measuring drowsiness, fatigue or stress levels [61-64]. 
Driving behavior performance and vehicle state are also 
monitored by analyzing the information regarding driving 
speed, steering wheel angle, braking, and acceleration 
[48-50, 65, 66]. After detecting drowsiness or distraction, 
an alert is sent to the driver. 

Another important issue for an active driver safety 
system is to develop a mechanism to predict minor and 
major accidents in advance. Jabon et al. [15] used facial 
features to aid in driver accident prediction. They combined 
both vehicle dynamics and driver face analysis for accident 
prediction. First, a comprehensive set of 22 raw facial 
features are analyzed. Then, the most valuable statistics for 
predicting accidents are extracted from a range of time and 
frequency domain values, so that both major and minor 
accidents are can be predicted. Even though the 
experimental results of Jabon et al. [15] are not based on 
real road situations, it has been found that facial features 
show most predictive accuracy four seconds prior to 
accidents and are more helpful in predicting minor 
accidents than major ones. This is because predictive 
accuracy for major accidents comes primarily from vehicle 
features rather than facial features. 

EPFL and PSA Peugeot Citroen [16] are developing a 
technology to detect the driver distraction as well as 
emotions that could indicate that the driver is not up to the 
task at hand. In other words, facial expressions and muscle 
movements are important in analyzing whether the driver is 
too distracted, too tired or even too angry to safely control 
their vehicle. 

Although facial features have proven to aid in predicting 
minor accidents, their predictive efficacy should be 
improved. To predict accidents more accurately, it is 
necessary to capture other physiological signals either from 
the driver or from some other part of the 
driver-environment system. Based on these data, a new 
model can be generated for predicting impending driver 
accidents. In particular, various populations of participants, 
traffic cultures and driving contexts should be handled in 
constructing a more extensive and general accident 
prediction model. 

5. Discussion 
For active driver safety systems, we have discussed 

various topics such as driver drowsiness detection, driver 
distraction detection, and prediction of unsafe driving 
behavior. To develop a better driver safety system, several 
issues should be addressed. The most important ones are a) 
hybrid measures for drowsiness detection, b) driving 
context-awareness for safe driving, c) the necessity for 
public data sets for simulation and real driving conditions. 

5.1. Hybrid measures for drowsiness detection 
Among driving behavior and driver behavior features in 

detecting driver drowsiness, driving behavior may 
sometimes not detect a driver’s drowsiness reliably. Driver 
behavior features are better than driving behavior features, 
but visual features have sometimes limitations due to 
illumination conditions and driver posture [34]. Non-visual 
features such as physiological features are reliable and 
accurate, but their nature is intrusive. This should be solved 
before they can be used in real vehicular environments. 
Even though a less intrusive measurement of ECG has been 
developed [45], EEG and EoG still require electrodes 
placed on the scalp or eye area in an intrusive manner. 
However, non-intrusive measurement of physiological 
signals may be developed in the near future. 

For reliable drowsiness detection, a hybrid measure 
fusing from visual, physiological and driving behavior 
features is desirable. The fusion method usually shows 
good performance in drowsiness detection even when 
certain sensors lose validity. Figure 4 shows an example of 
hybrid measurement for driver state detection. One issue is  
to develop  a reliable data fusion method at the feature-level 
or decision-level [20]. 

5.2. Driving context-awareness for safe driving 
For safe driving, driving context awareness is necessary 

because various information related to driving conditions 
and environment should be explored effectively. We can 
divide driving context into global and local. The global 
driving context refers to driving environment parameters 
such as vehicle type, road type, driving time, driving 
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circumstances, road conditions, etc. The local driving 
context refers to the driver status. In other words, local 
context is related to the driver’s visual and cognitive 
perceptiveness and its deterioration because of distraction, 
drowsiness and / or emotions.  

In particular, a driving context-based computational 
model combining driving environment and driver status 
seems to be a promising avenue of development. Using 
such a model, the detection rate for distraction and 
drowsiness will increase, which will be helpful in 
predicting unsafe driving behavior. 

5.3. Necessity for public data sets for simulation 
and real driving conditions 

To monitor driver and driving behavior, various 
hardware and software algorithms are being developed, but 
they are tested mostly in the simulated environments 
instead of real driving ones. This is due to the danger of 
testing drowsiness in real driving environments. Philp et al. 
[67] found that reaction times and sleepiness as derived 
from self-evaluations increase in a simulated environment 
compared to a real driving environment due to the 
monotony of the experience. Engstorm et al. [68] stated that 
physiological workload and steering activity were both 
higher under real driving conditions compared to simulated 
environments. In real driving conditions, various factors 
including variations in lighting and noise can also affect the 
driver’s attention. Thus, it is necessary to make simulated 
environments looks more like realistic.   

Even though various kinds of methods for drowsiness 
and distraction detection are proposed and tested, it is very 
difficult to compare them directly. This is because there are 
no benchmark data sets available. To develop reliable 
drowsiness detection systems, public data sets covering 
simulated and real driving environments should be released 
in the near future. 

6. Conclusion 
In this paper, we have reviewed the various methods 

available to determine the drowsiness and distraction state 
of the driver. Driver behavior such as visual features, 
non-visual features and driving performance behavior are 
explored to detect driver drowsiness. PERCLOS, 
eye-closure duration (ECD), frequency of eye closure 
(FEC) are visual feature-based systems used to detect 
driver drowsiness. Among these, PERCLOS shows good 
performance in detecting drowsiness but has some 
limitations, such as illumination conditions. To overcome 
this problem, an 850 nm IR illuminator is used. 
Physiological signals such as ECG, EEG, EoG and PPG 
signals are used as non-visual features to detect driver 
drowsiness. Even though physiological signals show better 
performance than visual features, they have some 
limitations, particularly their intrusive nature. To overcome 

this problem, less intrusive sensors should be developed. 
Currently, ECG signals can be captured using a less 
intrusive manner. Driving performance behavior such as 
steering wheel movement and standard deviation of lateral 
position are also used to detect drowsiness. 

Driver distraction is detected using head pose and gaze 
direction. Driver distraction may lead to larger lane 
variation, slower response to obstacles, and more abrupt 
steering control. Thus, distraction should be monitored for 
developing a safer driver-monitoring system.  

For active driver safety systems, it is desirable to predict 
unsafe driving behavior. We have explained prediction 
methods based on facial expression and car dynamics. 
Based on facial expression, the driver’s emotion is detected, 
which is helpful in predicting driving behavior. 
  Finally, we have discussed several issues to tackle in 
future development of active driver safety systems. They 
are a) hybrid measures for drowsiness detection, b) driving 
context-awareness for safe driving, c) the availability of 
public data sets for simulation and real driving conditions. 
 
Acknowledgements 
Following are results of a study on the “Leaders 
Industry-university Cooperation”  Project, supported by the 
Ministry of Education, Science & Technology (MEST). 
 

References 
[1] U.S. Dept. of Transportation, “Traffic Safety Facts 2006: A 

Compilation of Motor Vehicle Crash Data from the Fatality 
Analysis Reporting System and the General Estimates 
System,” tech. report DOTHS 810 818, Nat’l Highway 
Traffic Safety Administration, 2006. 

[2] http://www.lboro.ac.uk/departments/ssehs/research/behavio
ural-medicine/sleep-research-centre/ 

[3] Y. Liang, “Detecting driver distraction,” Ph. D thesis, 
University of Iowa, 2009. 

Figure 4: Hybrid measurement for detecting driver state.

621621



 

[4] M. Bayly, B. Fildes, M. Regan, and K. Young, “Review of 
crash effectiveness of intelligent transport system,” TRaffic 
Accident Causation in Europe (TRACE), 2007. 

[5] E. Rogado, J. Garcia, R. Barea, L. Bergasa and E. Lopez, 
“Driver Fatigue Detection System,” Proc. IEEE Int. Conf. 
Robotics and Biomimetics, 2009. 

[6] T. Nakagawa, T. Kawachi, S. Arimitsu, M. Kanno, K. Sasaki, 
and H. Hosaka, “Drowsiness detection using spectrum 
analysis of eye movement and effective stimuli to keep 
driver awake,” DENSO Technical Review, vol. 12, pp. 
113–118, 2006. 

[7] B. Hariri, S. Abtahi, S. Shirmohammadi, and L. Martel, “A 
Yawning Measurement method to Detect Driver 
Drowsiness,” Technical Papers, 2012 

[8] C. Lin, L. Ko, I. Chung et al., “Adaptive EEG-based 
alertness estimation system by using ICA-based fuzzy neural 
networks,” IEEE Transactions on Circuits and Systems, vol. 
53, no. 11, pp. 2469–2476, 2006. 

[9] H. Cai and Y. Lin, “An experiment to non-intrusively collect 
physiological parameters towards driver state detection,” in 
Proceedings of the SAE World Congress, Detroit, MI, USA, 
2007. 

[10] Q. Ji, Z. Zhu, P. Lan, “Real-Time Nonintrusive Monitoring 
and Prediction of Driver Fatigue,” IEEE Transactions on 
Vehicular Technology, vol. 53, 2004. 

[11] S. Abtahi, “Driver Drowsiness Monitoring based on 
Yawning Detection,” MS thesis, University of Ottawa, 2012. 

[12] F. Nasoz, O. Ozyer, C. Lisetti, and N. Finkelstein, 
“Multimodal affective driver interfaces for future cars,” in 
Proc. ACM Int. Multimedia Conf. Exhibition, pp. 319–322, 
2002. 

[13] Y. Lin, H. Leng, G. Yang, H. Cai, “An Intelligent 
Noninvasive Sensor for Driver Pulse Wave Measurement. 
Sensors Journal,” IEEE, 2007. 

[14] T. Victor, J. Harbluk, and J. Engström, “Sensitivity of 
eye-movement measures to in-vehicle task difficulty,” 
Transportation Research Part F, 8, 167-190, 2005. 

[15] M. Jabon, J. Bailenson, E. Pontikakis, L. Takayama, and C. 
Nass, “Facial-Expression Analysis for Predicting Unsafe 
Driving Behavior,” Pervasive Computing, 2011. 

[16] http://phys.org/news/2012-11-tracking-facial-features-safer-
comfortable.html#inlRlv 

[17] B. Yin, X. Fan, Y. Sun, “Multiscale dynamic features based 
driver fatigue detection,” Int. J. Pattern Recogn. Artif. Intell. 
23, 575–589, 2009. 

[18] M. Akin, M. Kurt, N. Sezgin, M. Bayram, “Estimating 
vigilance level by using EEG and EMG signals,” Neural 
Comput. Appl., 2008. 

[19] A. Kokonozi, E. Michail, I. Chouvarda, N. Maglaveras, “A 
Study of Heart Rate and Brain System Complexity and Their 
Interaction in Sleep-Deprived Subjects,” In Proceedings of 
the Conference Computers in Cardiology, Bologna, Italy,  
2008. 

[20] Y. Guosheng, L. Yingzi, B. Prabir, “A driver fatigue 
recognition model based on information fusion and dynamic 
Bayesian network,” Inform. Sci., 2010. 

[21] R. Khushaba, S. Kodagoda, S. Lal, G. Dissanayake, “Driver 
drowsiness classification using fuzzy wavelet-packet-based 
feature-extraction algorithm,” IEEE Trans. Biomed. Eng., 
2011. 

[22] W. Liang, J. Yuan, D. Sun, M. Lin, “Changes in 
physiological parameters induced by indoor simulated 
driving: Effect of lower body exercise at mid-term break,” 
Sensors, 2009. 

[23] A. Sahyadehas, K. Sundaraj and M. Murugappan, “Detecting 
Driver Drowsiness based on Sensors: A Review,” Sensors, 
2012. 

[24] K. Torkkola, N. Massey, and C. Wood, “Driver inattention 
detection through intelligent analysis of readily available 
sensors,” in Proc. Of IEEE Conf. on Intelligent 
Transportation Systems, Washington, DC, pp. 326–331, 
2004. 

[25] C. Liu, S. Hosking, M. Lenné, “Predicting driver drowsiness 
using vehicle measures: Recent insights and future 
challenges,” J. Saf. Res., 2009. 

[26] L. Bergasa, J. Nuevo, M. Sotelo, R. Barea, M. Lopez, 
“Real-time system for monitoring driver vigilance,” IEEE 
Trans. Intell. Transport. Syst., 2006. 

[27] T. D’Orazio, M. Leo, C. Guaragnella, A. Distante, “A visual 
approach for driver inattention detection.” Pattern Recog. 
2007. 

[28] W. Wierwille, L. Ellsworth, S. Wreggit, R. Fairbanks, C. 
Kirn,  “Research on vehicle based driver status/performance 
monitoring: development, validation, and refinement of 
algorithms for detection of driver drowsiness,” National 
Highway Traffic Safety Administration Final Report, DOT 
HS 808 247, 1994. 

[29] D. Dinges, and R. Grace, “PERCLOS: A valid 
psychophysiological measure of alertness as assessed by 
psychomotor vigilance,” US Department of Transportation, 
Federal highway Administration. Publication Number 
FHWA-MCRT-98-006 

[30] R. Grace et al., “A drowsy driver detection system for heavy 
vehicle,” in Proc. 17th Digital Avionics Systems Conference, 
Bellevue, USA, vol. 2, pp. I36/1-I36/8, 1998. 

[31] C. Yan, Y. Wang, and Z. Zhang, “Robust real-time 
multi-used pupil detection and tracking under various 
illumination and large-scale head motion,” Computer Vision 
and Image Understanding, 1223-1338, 2011. 

[32] W. Shen, H. Sun, E. Cheng, Q. Zhu, Q. Li, “Effective driver 
fatigue monitoring through pupil detection and yawing 
analysis in low light level environments.” Int. J. Digit. 
Technol. Appl., 2012. 

[33] M. Flores, J. Armingol, A. de la Escalera, “Driver 
drowsiness warning system using visual information for both 
diurnal and nocturnal illumination conditions,” EURASIP J. 
Adv. Signal Process., 2010. 

[34] J. Jo, S. Lee, H. Jung, K. Park, and J. Kim, “Vision-based 
method for detecting driver drowsiness and distraction in 
driver monitoring system,” Optical Engineering, 2011. 

[35] Seeing machines Driver State Sensor. 
http://www.seeingmachines.com/product/ds
s/ 

[36] T. Xue, N. Nan, M. Fan, J. Yong, “Head Pose Estimation 
Using Isophote Features for Driver Assistance Systems,” In 
Proceedings of the IEEE Intelligent Vehicles Symposium, 
Xi’an, China, 2009. 

[37] E. Murphy-Chutorian, M. Trivedi, “Head pose estimation 
and augmented reality tracking: An integrated system and 
evaluation for monitoring driver awareness,” IEEE Trans. 
Intell. Transp. Syst., 2010. 

622622



 

[38] T. Nakamura, T. Matsuda, A. Maejima, and S. Morishima, 
“Driver Drowsiness Estimation Using Facial Wrinkle 
Feature,” Siggraph poster, 2013. 

[39] M. Miyaji, H. Kawanaka, K. Oguri, “Driver’s Cognitive 
Distraction Detection Using Physiological Features by the 
Adaboost,” In Proceedings of the 12th International IEEE 
Conference on Intelligent Transportation Systems, October, 
2009. 

[40] M. Patel, S. Lal, D. Kavanagh, P. Rossiter, “Applying neural 
network analysis on heart rate variability data to assess driver 
fatigue,” Exp. Syst. Appl., 2011. 

[41] V. Vapnik, “Support vector estimation of functions,” in 
Statistical Learning Theory, pp. 375–570, Wiley, Hoboken, 
NJ, 1998. 

[42] S. Hu, G. Zheng, “Driver drowsiness detection with eyelid 
related parameters by support vector machine,” Exp. Syst. 
Appl., 2009. 

[43] M. Kurt, N. Sezgin, M. Akin, G. Kirbas, M. Bayram, “The 
ANN-based computing of drowsy level.” Exp. Syst. Appl., 
2009. 

[44] X. Yu, “Real-Time Nonintrusive Detection of Driver 
Drowsiness,” Technical Report for University of Minnesota: 
Minneapolis, MN, USA, 2009. 

[45] J. Hyun, S. Gih, K. Ko, S. Kwang, “A Smart health 
monitoring chair for nonintrusive measurement of biological 
signals,” IEEE Trans. Inform. Technol. Biomed., 2012. 

[46] B. Lee, W. Chung, “Multi-classifier for highly reliable driver 
drowsiness detection in Android platform,” Biomed. Eng. 
Appl. Basis Commun., 2012. 

[47] B. Cheng, W. Zhang, Y. Lin, R. Feng, X. Zhang, “Driver 
drowsiness detection based on multisource information,” 
Hum. Factors Ergon. Manuf. Serv. Indust., 2012. 

[48] C. Wylie, T. Shultz, J. Miller, M. Mitler, R. Mackie, 
“Commercial Motor Vehicle Driver Fatigue and Alertness 
Study: Technical Summary,” FHWA-MC-97-001, 1996. 

[49] H. Uno, “Detection Decline in Arousal Level Using 
Combined Physiological and Behavioral Measures,” JARI 
Research Journal Vol.25 No.8, 2003. 

[50] S. Otmani, T. Pebayle, J. Roge, A. Muzet, “Effect of driving 
duration and partial sleep deprivation on subsequent 
alertness and performance of car drivers,” Physiol. Behav., 
2005. 

[51] F. Ruijia, Z. Guangyuan, C. Bo, “An on-Board System for 
Detecting Driver Drowsiness Based on Multi-Sensor Data 
Fusion Using Dempster-Shafer Theory,” In Proceedings of 
the International Conference on Networking, Sensing and 
Control, Okayama, Japan,  2009. 

[52] M. Ingre, T. ÅKerstedt, B. Peters, A. Anund, G. Kecklund, 
“Subjective sleepiness, simulated driving performance and 
blink duration: Examining individual differences,” J. Sleep 
Res., 2006. 

[53] A. Hattori, S. Tokoro, M. Miyashita, I. Tanakam, K. Ohue, 
and S. Uozumi, “Development of forward collision warning 
system using the driver behavioral information,” in 
Proceedings of 2006 SAE World Congress, Detroit, MI, 
USA, 2006. 

[54] E. Murphy-Chutorian, A. Doshi, and M. Trivedi, “Head pose 
estimation for driver assistance systems: a robust algorithm 
and experimental evaluation,” in Proc. of 10th Int. IEEE 
Conf. Intelligent Transportation Systems, pp. 709–714, 
2007. 

[55] J. Kaminski, D. Knaan, and A. Shavit, “Single image face 
orientation and gaze detection,” Mach. Vis. Appl. 21, 85–98, 
2009. 

[56] E. Murphy-Chutorian and M. Trivedi, “Head pose estimation 
in computer vision: a survey,” IEEE Trans. Pattern Anal. 
Mach. Intell. 31(4), 607–626, 2009. 

[57] W. Hansen and Q. Ji, “In the eye of the beholder: a survey of 
models for eyes and gaze,” IEEE Trans. Pattern Anal. Mach. 
Intell. 32, 478–500, 2010. 

[58] S. Langton, H. Honeyman, and E. Tessler, “The Influence of 
Head contour and Nose Angle on the Perception of Eye-Gaze 
direction,” Perception and Psychophysics, vol. 66, no. 5, pp. 
752-771, 2004. 

[59] K. Ohue, Y. Yamada, S. Uozumi, S. Tokoro, A. Hattori, and 
T. Hayashi, “Development of a new pre-crash safety 
system,” presented at the Soc. Automotive Eng. World 
Congr., Detroit, MI, 2006, SAE Technical Paper Series, 
Paper 2006-01-1461. 

[60] S. Lee, J. Jo, H. Jung, K. Park, and J. Kim, “Real-time gaze 
estimator based on driver’s head orientation for forward 
collision warning system,” IEEE Trans. Intell. Transp. Syst. 
12(1), 254–267, 2011. 

[61] M. Trivedi, T. Gandhi, and J. McCall, “Looking-In and 
Looking-Out of a Vehicle: Computer-Vision-Based 
Enhanced Vehicle Safety,” IEEE Trans. Intelligent 
Transportation Systems, vol. 8, no. 1, 2007. 

[62] A. Williamson and T. Chamberlain, “Review of On-Road 
Driver Fatigue Monitoring Devices,” NSW Injury Risk 
Management Research Centre, Univ. of New South Wales, 
2005. 

[63] A. Williamson and T. Chamberlain, “Review of On-Road 
Driver Fatigue Monitoring Devices,” NSW Injury Risk 
Management Research Centre, Univ. of New South Wales, 
2005. 

[64] L. Fletcher, L. Petersson, and A. Zelinsky, “Road Scene 
Monotony Detection in a Fatigue Management Driver 
Assistance System,” Proc. IEEE Intelligent Vehicles Symp., 
IEEE Press, 2005. 

[65] J. McCall and M. Trivedi, “Video-Based Lane Estimation 
and Tracking for Driver Assistance: Survey, System, and 
Evaluation,” IEEE Trans. Intelligent Transportation Systems, 
vol. 7, no. 1, 2006. 

[66] M. Bertozzi et al., “Knowledge-Based Intelligent 
Information and Engineering Systems,” B. Appolloi et 
al., eds., Springer, 2007. 

[67] P. Philip, P. Sagaspe, N. Moore, J. Taillard, A. Charles, C. 
Guilleminault, B. Bioulac, “Fatigue, sleep restriction and 
driving performance,” Accid. Anal. Prevent., 2005. 

[68] J. Engström, E. Johansson, J. Östlund, “Effects of visual and 
cognitive load in real and simulated motorway driving.” 
Transport. Res. Traffic Psychol. Behav., 2005. 

623623


