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Abstract

The prevalent scene text detection approach follows four

sequential steps comprising character candidate detection,

false character candidate removal, text line extraction, and

text line verification. However, errors occur and accumu-

late throughout each of these sequential steps which often

lead to low detection performance. To address these issues,

we propose a unified scene text detection system, namely

Text Flow, by utilizing the minimum cost (min-cost) flow net-

work model. With character candidates detected by cascade

boosting, the min-cost flow network model integrates the

last three sequential steps into a single process which solves

the error accumulation problem at both character level and

text line level effectively. The proposed technique has been

tested on three public datasets, i.e, ICDAR2011 dataset, IC-

DAR2013 dataset and a multilingual dataset and it outper-

forms the state-of-the-art methods on all three datasets with

much higher recall and F-score. The good performance on

the multilingual dataset shows that the proposed technique

can be used for the detection of texts in different languages.

1. Introduction

Machine reading of texts in scene images has attracted

increasing interests in recent years, largely due to its im-

portant roles in many practical applications such as au-

tonomous navigation, multilingual translation, image re-

trieval, object recognition, etc. One prevalent scene text de-

tection approach typically consists of four sequential steps

namely character candidate detection, false character can-

didate removal, text line extraction, and text line verifica-

tion [4, 7, 26, 30]. However, this prevalent approach suffers

from two typical limitations, i.e., the constraint to texts in

Figure 1: Text detection examples on ICDAR2013 dataset (top

row) and the multilingual dataset (bottom row).

English and the low detection recall.

First, character candidate detection often makes use of

connected components (CCs) that are extracted in different

ways to detect as many text components as possible (for

a high recall). On the other hand, this “greedy” detection

approach includes too many non-text components, leaving

the ensuing false alarm removal (for a high precision) a very

challenging task. In addition, CCs do not work well for texts

of many non-Latin languages such as Chinese and Japanese,

where each character often consists of more than one con-

nected component.

Second, the sequential processing approach often suffers

from a typical error accumulation problem. In particular,

the error occurring in each of the four sequential steps will

propagate to the subsequent steps and eventually lead to

a low detection recall. The situation becomes even worse

considering that many existing techniques focus on the opti-

mization of simply one or a few of the four sequential steps.

In addition, many existing text line extraction techniques

rely heavily on knowledge-driven rules [4, 8, 17] that are
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unadaptable when conditions change.

We propose a novel scene text detection technique to ad-

dress these two typical issues with results illustrated in Fig-

ure 1. First, a sliding window based cascade boosting ap-

proach is adopted for character candidate detection. One

distinctive characteristics of this approach is that character

candidates are detected as a whole, hence the complicated

process of grouping isolated character strokes into a whole

character is not necessary. This feature facilitates the detec-

tion of texts of many non-Latin languages such as Chinese

where each character often consists of multiple CCs.

Second, a novel minimum cost (min-cost) flow network

model is designed which integrates the last three sequential

steps into a single process. The model takes the detected

character candidates as inputs and it mainly deals with a

unary data cost and a pairwise smoothness cost. The data

cost indicates the character confidence and the smoothness

cost evaluates the likelihood of two neighboring candidates

belonging to the same text line. The problem of text line

extraction could hence be formulated into a task of finding

the minimum cost text flows in the network.

The min-cost flow model has a number of advantages.

First, it extracts text lines with a very high recall since no

character-level false alarm reduction is performed before

the text line extraction step. Second, it solves the error ac-

cumulation problem by combining the character confidence

with text layout information, thus eliminates most back-

ground noise at both character level and text line level si-

multaneously. Third, it is simple and easy to implement, as

the adopted features are simple and the min-cost flow net-

work problem can be solved efficiently.

The proposed technique has been evaluated on the IC-

DAR2011 dataset [20], ICDAR2013 dataset [11] and a mul-

tilingual dataset [19] with texts in both English and Chinese.

The experiments show its superior performance and robust-

ness for the detection of texts in different languages.

2. Related Work

The detection of texts in scenes has been studied for

years and quite a number of detection systems have been

reported. Most of those methods as shown in [14, 28] typi-

cally consist of four sequential steps: text candidate detec-

tion, false text candidate removal, text line extraction and

text line verification.

Text candidate detection could be roughly grouped into

two categories, CCs based methods and sliding window

based methods. CCs based techniques detect candidates

utilizing bottom up features such as intensity stability and

stroke symmetry [4, 8, 17, 22, 30]. However, it is infeasible

to process characters composing of multiple components.

Sliding window based techniques apply windows of differ-

ent sizes on the image pyramid and text/non-text classifiers

are designed to eliminate noisy windows [3, 10, 13, 23].

The major limitation is the high computational cost pro-

cessing numerous windows. However, sliding window tech-

niques have the advantage of incorporating high level tex-

ture and shape information, and character with multiple

components can be detected as a whole.

Since a large number of non-text candidates are detected

in the previous step for a better recall, various text/non-text

classifiers such as support vector machine and random for-

est [17, 19, 30], as well as convolutional neural networks

[2, 8, 9, 22] are adopted to remove false alarms. However,

making a hard decision is less reliable when no text line

level context is considered.

To extract text line from those surviving candidates, a

widely adopted technique is hierarchical clustering [4, 8,

30], which iteratively merges two candidate text lines if

they share a candidate until no text lines could be merged.

Graph-based models such as Conditional Random Field

(CRF) have been proposed [19, 21] to label the candidates

as text or non-text by graph cut algorithm. Then a learning-

based method is presented in [19] which extracts text lines

by partitioning a minimum spanning tree into sub-trees. To

improve the detection precision, extracted text lines may be

further filtered by line level features or average text confi-

dence [7, 26, 30].

Existing works [4, 7, 26, 30] focus on increasing the per-

formance of these sequential steps for better detection re-

sults. However, the error occurring in the proceeding steps

will propagate to the subsequent steps and eventually lead

to a low recall. Therefore, an integrated model jointly mod-

eling these sequential steps becomes essential. On the other

hand, no integrated model has yet been proposed to solve

the text detection problem. There are similar models be-

ing utilized in word recognition tasks [16, 24]. In [16], a

CRF model incorporating unary and pairwise terms is built

to model character detections and the interactions between

them. The optimal word for the text image is obtained by

minimizing the graph energy based on given lexicons.

The proposed min-cost flow model is structurally sim-

ilar to the CRF-based model. However, the CRF model in

[16] is applied on cropped words where layout is simple; the

model is unable to determine the corresponding text lines of

each character, which needs to be properly addressed in text

detection. Besides, the number of detected noisy character

candidates is much larger for text detection task. Hence

applying the lexicon scheme similar to that in text recog-

nition is less feasible, especially for languages with thou-

sands of character classes such as Chinese. This is due to

the fact that text/non-text classifier is more reliable and ef-

ficient than character classifier. In addition, for images with

multi-scripts, script needs to be identified first before using

the correct lexicon.

Hence, we formulate those isolated steps into an inte-

grated framework, namely Text Flow, where error no longer
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Figure 2: The pipeline of our proposed system.

accumulates and all steps can be jointly optimized in a sin-

gle model. Meanwhile, false alarms are removed more re-

liably with line level context. In addition, both Latin and

non-Latin scripts are well addressed by the proposed model.

3. Our Proposed System

Figure 2 shows the pipeline of the proposed scene text

detection system. The character candidate detection is han-

dled by a fast cascade boosting technique. A “Text Line

Extraction” technique is designed which takes the detected

character candidates as inputs and output the verified text

lines directly. It integrates the traditional false character

candidate removal, text line extraction, and text line veri-

fication into a single process and can be solved by a novel

mini-cost flow network model efficiently.

3.1. Character Candidate Detection

We detect character candidates by combining the sliding

window scheme with a fast cascade boosting algorithm as

exploited in [3]. In particular, the cascade boosting in [3]

is simplified by ignoring the block patterns in the sliding

window. Furthermore, only six simple features (pixel in-

tensity, horizontal and vertical gradients and second order

gradients) are adopted to accelerate the feature extraction

process. The features are computed at each pixel location

and concatenated as the feature vector for boosting learn-

ing. In fact, fewer feature operations improve the character

recall while the weaker character confidence will be later

compensated by a convolutional neural network. Positive

training examples are the ground truth character bounding

boxes and negative examples are obtained by a bootstrap

process, hence reducing the chance of each window enclos-

ing multiple characters or single character stroke.

The sliding window approach is capable of capturing

high level text-specific shape information such as the dis-

tinct intensity and gradient distribution along the character

stroke boundary. In contrast, the CCs based approach fo-

cuses on low level features such as intensity stability and

is more liable to various false alarms. In addition, the

use of the cascade boosting plus some speedup strategies

(integral feature map, Streaming SIMD Extensions 2 [6],

multi-thread window processing etc.) compensates for the

high computational cost of the sliding window process. On

the ICDAR2013 dataset, it takes 0.82s per image on av-

(a) (b) (c)

Figure 3: Character candidate that are detected by our proposed

cascade boosting technique.

erage which is comparable to the MSER based technique

(0.38s on average [30]). Furthermore, the cascade boost-

ing method could detect whole characters instead of isolated

components which are taken as negative samples during the

training process. This feature helps to reduce the complex-

ity greatly for situations where one single character such as

Chinese consisting of multiple isolated components or one

CC consisting of several characters (due to the touching).

These distinctive characteristics are illustrated in Figure 3

where most characters are detected as a whole and few win-

dows contain more than one character.

The detected character candidate is considered positive

if (Area(D) \ Area(G))=(Area(D) [ Area(G)) > 0:5
where D is detected candidate and G is the ground truth

character bounding box. Note that each ground truth char-

acter window is re-computed as a square bounding box for

a fair evaluation. Under this configuration, the proposed ap-

proach achieves 23.1% in precision and 89.2% in recall.

3.2. Text Line Extraction

We handle the text line extraction by a min-cost flow net-

work model [1] which has been successfully applied for the

multi-object tracking problem [32]. The target is to inte-

grate multiple scene text detection steps into a single pro-

cess and accordingly solve the typical error accumulation

problem in most existing scene text detection techniques.

A flow network consists of a source, a sink, and a set of

nodes that are linked by edges. Each edge has a flow cost

and a flow capacity defining the allowed flows across the

edge. The min-cost flow problem is to find the minimum

cost paths when sending a certain amount of flows from the

source to the sink. When applied to the text line extrac-

tion problem, the nodes correspond to the detected charac-

ter candidates and the flows in the network correspond to

text lines. We therefore refer to this flow network solution

as “Text Flow”. Intuitively, if we want to extract text flows

and meanwhile eliminate non-text candidates both at char-

acter level and line level, the network should have a mech-

anism that deals with three issues: character/non-character

confidence, transition constraints and cost between neigh-

boring candidates, and probability of choosing a candidate

to be the starting and ending point of a text flow.
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