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Figure 1. A personalized aging face by the proposed method. The personalized aging face contains the aging layer (e.g.,

wrinkles) and the personalized layer (e.g., mole). The former can be seen as the corresponding face in a linear combination

of the aging patterns, while the latter is invariant in the aging process. For better view, please see ×3 original color PDF.

Abstract

In this paper, we aim to automatically render aging faces

in a personalized way. Basically, a set of age-group specific

dictionaries are learned, where the dictionary bases cor-

responding to the same index yet from different dictionar-

ies form a particular aging process pattern cross different

age groups, and a linear combination of these patterns ex-

presses a particular personalized aging process. Moreover,

two factors are taken into consideration in the dictionary

learning process. First, beyond the aging dictionaries, each

subject may have extra personalized facial characteristics,

e.g. mole, which are invariant in the aging process. Sec-

ond, it is challenging or even impossible to collect faces

of all age groups for a particular subject, yet much eas-

ier and more practical to get face pairs from neighboring

age groups. Thus a personality-aware coupled reconstruc-

tion loss is utilized to learn the dictionaries based on face

pairs from neighboring age groups. Extensive experiments

well demonstrate the advantages of our proposed solution

over other state-of-the-arts in term of personalized aging

progression, as well as the performance gain for cross-age

face verification by synthesizing aging faces.

† This work was performed when X. Shu was visiting National Uni-

versity of Singapore.

∗ Corresponding author.

1. Introduction

Age progression, also called age synthesis [6] or face ag-

ing [33], is defined as aesthetically rendering a face image

with natural aging and rejuvenating effects for an individ-

ual face. It has found application in some domains such as

cross-age face analysis [19], authentication systems, finding

lost children, and entertainment. There are two main cate-

gories of solutions to the age progression task: prototyping-

based age progression [13, 36, 7] and modeling-based age

progression [33, 35, 17]. Prototyping-based age progres-

sion transfers the differences between two prototypes (e.g.,

average faces) of the pre-divided source age group and tar-

get age group into the input individual face, of which its age

belongs to the source age group. Modeling-based age pro-

gression models the facial parameters for the shape/texture

synthesis with the actual age (range).

Intuitively, the natural aging process of a specific human

usually follows the general rules in the aging process of all

humans, but this specific process should also contain some

personalized facial characteristics, e.g., mole, birthmark,

etc., which are almost invariant with time. Prototyping-

based age progression methods cannot well preserve this

personality of an individual face, since they are based on

the general rules in the human aging process for a relatively

large population. Modeling-based age progression methods

do not specially consider these personalized details. More-

over, they require dense long-term (e.g. age span exceeds

20 years) face aging sequences for building the complex

models. However, collecting these dense long-term face
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aging sequences in the real world is very difficult or even

unlikely. Fortunately, we have observed that the short-term

(e.g. age span smaller than 10 years) face aging sequences

are available on the Web, such as photos of celebrities of

different ages on Facebook/Twitter. Some available face

aging databases [5, 1, 25] also contain the dense short-term

sequences. Therefore, generating personalized age progres-

sion for an individual input by leveraging short-term face

aging sequences is more feasible.

In this paper, we propose an age progression method

which automatically renders aging faces in a personalized

way on a set of age-group specific dictionaries, as shown

in Figure 1. Primarily, based on the aging-(in)variant pat-

terns in the face aging process, an individual face can be

decomposed into an aging layer and a personalized layer.

The former shows the general aging characteristics (e.g.,

wrinkles), while the latter shows some personalized facial

characteristics (e.g., mole). For different human age groups

(e.g., 11-15, 16-20, ...), we design corresponding aging dic-

tionaries to characterize the human aging patterns, where

the dictionary bases with the same index yet from different

aging dictionaries form a particular aging process pattern

(e.g., they are linked by a dotted line in Figure 1). There-

fore, the aging layer of the aging face can be represented by

a linear combination of these patterns with a sparse coeffi-

cient (e.g., [0, 0.38, 0, 0, 0.20, · · · ]), where the redundancy

between the aging layer and the input face can be defined

as the personalized layer, which is invariant in the aging

process. The motivation for the sparsity is to use fewer dic-

tionary bases for reconstruction such that the reconstructed

aging layer of face can be shaper and less blurred. Finally,

we render the aging face in the future age range for the indi-

vidual input by synthesizing the represented aging layer in

this age range and the personalized layer.

To learn a set of aging dictionaries, we use the more prac-

tical short-term face aging pairs as the training set instead

of the possibly unavailable long-term face aging sequences.

Based on the aging relationships between a face aging pair

of the same person covering two neighboring age groups,

we assume that the sparse representation of a younger-age

face w.r.t. the younger-aging dictionary can represent its

older-age face w.r.t. the older-aging dictionary, excluding

the personalized layer. The distribution of face aging pairs

is shown in the upper part of Figure 2. We can see that:

(1) each age group has its own aging dictionary, and ev-

ery two neighboring age groups are linked by the collected

dense short-term face aging pairs; (2) one particular may

appear in two different neighboring-group face pairs, which

makes all the age groups linked together; (3) the person-

alized details (the personalized layer) contain the personal-

ized facial characteristics. These three properties are able to

guarantee that all aging dictionaries can be simultaneously

trained well by a personality-aware coupled reconstruction

loss on the short-term face aging pairs.

Our main contributions in this paper are two-fold: (1) we

propose a personalized age progression method to render

aging faces, which can preserve the personalized facial

characteristics; (2) since it is challenging or even impossi-

ble to collect intra-person face sequences of all age groups,

the proposed method only requires the available short-term

face aging pairs to learn all aging dictionary bases of human

aging, which is more feasible. Extensive experiments well

validate the advantage of our proposed solution over other

state-of-the-arts w.r.t. personalized aging progression, as

well as the performance gain for cross-age face verification

by synthesizing aging faces.

2. Related Work

Age progression has been comprehensively reviewed in

literature [6, 23, 24]. As one of the early studies, Burt et

al. [4] focused on creating average faces for different ages

and transferring the facial differences between the average

faces into the input face. This method gave an insight into

the age progression task. Thereafter, some prototyping-

based aging methods [36, 13] were proposed with differ-

ent degrees of improvements. In particular, the paper [13]

leveraged the difference between the warped average faces

(instead of the original average faces) based on the flow

from average face to input face. A drawback of these meth-

ods is that the aging speed for each human is synchronous

and no personalized characteristic is saved, which leads

to similar aging results of many faces to each other. Al-

though some researchers target at individual-specific face

aging [26, 10, 11], lack of personality for aging faces is still

a challenging problem.

Modeling-based age progression which considers shape

and texture synthesis simultaneously is another popular

idea [2]. There have been quite a quantity of modeling-

based age progression methods proposed, including active

appearance model [14], craniofacial growth model [22],

and-or graph model [33], statistical model [21] and implicit

function [3, 28], etc. Generally, to model large appearance

changes over a long-term face aging sequence, modeling-

based age progression requires sufficient training data. Suo

et al. [32] attempted to learn long-term aging patterns from

available short-term aging databases by a proposed concate-

national graph evolution aging model.

3. Personalized Age Progression with Aging

Dictionary

3.1. Overview of Our Framework

The framework of the proposed personalized age pro-

gression is plotted in Figure 2. The offline phase is de-

scribed as follows. First, we collect the dense short-term

aging pairs of the same persons from the Web and also from

43223971



Personalized details

Offline
Online

Age progressionInput

...

...

1D 3D2D GD

Person

...

4D

...
...

Baby Childhood Teenager Adulthood AgednessMiddlelife

database

Dictionary 1GD

Age ranges

Figure 2. Framework of the proposed age progression. Dg denotes a aging dictionary of the age group g. In the offline phase,

we collect short-term aging face pairs and then train the aging dictionary. In the online phase, for an input face, we firstly

render its aging face in the nearest neighboring age group. Taking this aging face as the input of the aging face in the next

age group, we repeat this process until all aging faces are rendered. For better view, please see ×3 original color PDF.

available databases. Second, for each age group, we design

a corresponding aging dictionary to represent its aging char-

acteristics. Third, all aging dictionaries are simultaneously

trained by a personality-aware coupled dictionary learning

model on the collected database. In the online phase, for an

input face, we first construct the aging face in the nearest

neighboring age group by the corresponding aging dictio-

nary with an implicitly common coefficient, as well as a

personalized layer. After that, taking this new aging face as

the input of aging synthesis in the next age group, we repeat

this process until all aging faces have been rendered. More

details will be described in Section 3.4.

3.2. Formulation

We divide the human aging process into G age groups

(each group spans less than 10 years) in this paper. Let

{x1
i , · · · , x

g
i , · · · , xG

i } denote a selected face aging se-

quence of the person i, where the face photo x
g
i ∈ R

f

falls into the age group g (f is the number of pixels in

the face photo). Assume we have L face aging sequences

{x1i , x2i , · · · , xGi }
L
i=1 in total. For the age group g (g =

1, 2, · · · , G), we define its aging dictionary Bg to capture

the aging characteristics, which will be learned in the fol-

lowing.

Personality-aware formulation. Our aging dictionary

learning model considers the personalized details of an indi-

vidual when representing the face aging sequences on their

own aging dictionaries. Since the personalized characteris-

tics are aging-irrelevant and -invariant, such as mole, birth-

mark, permanent scar, etc., we plan to add a personalized

layer pi ∈ R
f for a face aging sequence {x1i , x2i , · · · , xG

i }
to indicate the personalized details in the human aging pro-

cess. Moreover, considering the computational efficiency,

we employ PCA projection to reduce the dimension of the

dictionary. Let Hg ∈ R
f×m denote the PCA projected ma-

trix of all data in the age group g, and the original aging

dictionary Bg is redefined as Dg ∈ R
m×k, where k is the

number of dictionary bases. All aging dictionaries com-

pose an overall aging dictionary D = [D1,D2, · · · ,DG] ∈
R

m×K , where K = k × G. So far, the aging face x
g+j
i

of x
g
i equals the linearly weighted combination of the ag-

ing dictionary bases in the age group g + j and the per-

sonalized layer pi, i.e., x
g+j
i ≈ Hg+jDg+jai + pi for

j = 1, · · · , G − g, where ai and pi are the common

sparse coefficient and the personalized layer, respectively.

For L face aging sequences {x1i , · · · , xG
i }

L
i=1 covering all

age groups, a personality-aware dictionary learning model
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