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Abstract

Recently, exemplar based approaches [13, 22] have
been successfully applied for face detection in the wild.
Contrary to traditional approaches that model face vari-
ations from a large and diverse set of training examples,
exemplar-based approaches use a collection of discrimina-
tively trained exemplars for detection. In this paradigm,
each exemplar casts a vote using retrieval framework and
generalized Hough voting, to locate the faces in the target
image. The advantage of this approach is that by having
a large database that covers all possible variations, faces
in challenging conditions can be detected without having to
learn explicit models for different variations.

Current schemes, however, make an assumption of in-
dependence between the visual words, ignoring their rela-
tions in the process. They also ignore the spatial consis-
tency of the visual words. Consequently, every exemplar
word contributes equally during voting regardless of its lo-
cation. In this paper, we propose a novel approach that
incorporates higher order information in the voting pro-
cess. We discover visual phrases that contain semantically
related visual words and exploit them for detection along
with the visual words. For spatial consistency, we estimate
the spatial distribution of visual words and phrases from
the entire database and then weigh their occurrence in ex-
emplars. This ensures that a visual word or a phrase in
an exemplar makes a major contribution only if it occurs
at its semantic location, thereby suppressing the noise sig-
nificantly. We perform extensive experiments on standard
FDDB, AFW and G-album datasets and show significant
improvement over previous exemplar approaches.

1. Introduction

Face detection is one of the classical computer vision
problems that finds extensive applications in a variety of
commercial systems. Despite years of research, it still re-
mains a challenging and unsolved problem. Though the cur-
rent algorithms have matured for near-frontal faces, they are
yet to achieve a satisfactory performance for unconstrained
face images, popularly known as in the wild faces.

Voting maps Exemplars

B

final voting map
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FDDB test image

Figure 1. Ensemble of Exemplars for Face detection: A large
database of diverse exemplars is collected, and indexed using a
BoW representation. During testing, each exemplar casts a vote
on the test image at multiple scales. The votes from different ex-
emplars are then aggregated to detect the faces.

Most of the popular algorithms for detecting objects and
faces are either based on cascaded AdaBoost classifiers [28]
or deformable part models (DPM) [5]. The Viola and Jones
cascade [28] of discriminatively trained AdaBoost classi-
fiers is extremely efficient and is very effective for frontal
faces. DPM based approaches [5, 18, 30, 37], on the other
hand, handle intra-class variations by learning the individ-
ual parts of an object along with their deformations. Both
approaches aim to learn face variations from a large set
of training examples seeking good generalization perfor-
mance. However, it is extremely difficult to capture all pos-
sible object variations in a compact model, whether holistic
or part based.

Contrary to the above approaches, recently proposed ex-
emplar based detectors [13, 22] do not explicitly model the
face variations. Instead, it follows Bag-of-Words (BOW)
retrieval technique and Hough voting [6, 12] to detect the
faces efficiently. In this paradigm, a large database of ex-
emplars that cover significant face variations are collected.
Local features (such as SIFT) are extracted, quantized and
indexed using traditional BOW technique. For detection,
each exemplar casts a vote on the given target image at mul-
tiple scales after which the votes are aggregated (Figure 1).
Since each exemplar is specific to particular variation, it is
possible to detect faces in challenging conditions using a
sufficiently large database with diverse exemplars. This ap-
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proach which avoids exhaustive sliding-window search is
efficient, scalable, easily parallelizable and offers flexibility
to add more exemplars without additional training required.

Current exemplar approaches treat each exemplar as a
collection of independent visual words that capture facial
features from different regions. It is however apparent that
many visual features co-occur in faces. For e.g., stable vi-
sual features that describe eyes and nose occur together with
greater probability. Thus, the current exemplar schemes fail
to capture such semantic relations among visual features,
unlike model-based approaches, which are designed to cap-
ture higher order spatial relations. We propose to incorpo-
rate such higher order information using “visual phrases”
in the exemplar framework. Visual phrase is a group of
highly correlated and stable visual words that co-occur in
faces frequently. We discover such visual phrases from an
exemplar database. As it is computationally expensive to
model all possible dependencies for a large vocabulary, we
employ a popular association rule mining technique [2] and
obtain large candidate visual phrases that occur frequently.
We then retain only those phrases that are suited for detec-
tion through a discriminative training process.

We also introduce a domain-specific similarity func-
tion that considers the spatial consistency of visual features
along with their discriminative ability. This is in contrast
to non-discriminative inverse document frequency (IDF)
based function used in current schemes which ignores the
spatial information. Our approach is based on the observa-
tion that a stable visual word or a phrase appears at consis-
tent locations and in consistent exemplars. We leverage the
availability of a large database to estimate the spatial distri-
bution of words and phrases and weigh their individual oc-
currences in each exemplar based on this distribution. This
ensures that visual words and phrases in exemplars cast a
strong vote only if they occur at their globally consistent lo-
cations. This suppresses the contribution of noisy features
introduced due to imperfect feature extraction and quanti-
zation processes.

The contributions of this paper are as follows:

e We propose an approach to discover and incorporate
visual phrases that capture higher order information
into the voting framework.

e We introduce spatial consistency of visual words and
phrases that weighs their occurrence in exemplars ac-
cording to their location. This also helps in identifying
and removing noisy features in the exemplars which
reduces the memory requirements.

e We achieve near state-of-the-art results on the chal-
lenging FDDB [9], AFW [37] and G-album [7]
datasets, and achieve significant improvements over
baseline exemplar [22] and Boosted exemplar [13] ap-
proaches, respectively.

2. Related Work

The models proposed for face detection fall into three
broad categories: Global discriminative models, Part based
models, and Exemplar based models. The first category
is the simplest and most efficient of which the Viola-Jones
(V1J) face detector [28] is the most popular one. Zhang and
Zhang [34] presents a detailed survey of the variants of VJ
along with several features. Due of its speed and openly
available implementations, it has been extensively used in
commercial applications and consumer devices. However,
the performance of the vanilla VJ detector degrades signifi-
cantly for challenging in the wild faces. SURF cascade de-
tector [15], and SquaresChnFeatures [18, 32] are currently
the best performing VJ variants. These methods use much
more richer and informative SURF and integral channel
features to achieve superior performance.

Deformable part model (DPM) based techniques [18,
30, 37] which are very effective object detectors, have
enjoyed similar success for face detection in the recent
years. Mathias et al. [18] have shown recently that a prop-
erly trained vanilla DPM using a large database can achieve
state-of-the-art results on various face benchmarks. Both
cascaded detectors and part-based models distill compact
models of faces from large training database that captures
most common variations in pose, expression, lighting, etc.

Exemplar based techniques, on the other hand, do not
learn such global models but instead allow each exemplar
to contribute for the task at hand. Exemplar-SVM [17] pro-
posed for object detection learns a linear model for each
positive exemplar with large pool of negative examples and
evaluates each model during testing. Similarly, per-class ex-
emplar detectors provide object cues in Image Parsing [26].
Exemplar based approaches [13, 16, 22] were applied re-
cently for face detection. Ma et al. [16] incorporates ideas
from DPM into the exemplar approach, in which parts from
different exemplars are combined to obtain an aggregated
similarity between an input image and the compound ex-
emplar. The approach offers flexibility to face variations,
occlusions and requires minimal training data. The ap-
proaches in [13, 22] combine retrieval and Hough voting
schemes [6, 12] for detection where each exemplar votes
for presence of faces in test image. While a large database
is used in [22], a much compact database is selected in
[13] through a discriminative boosting framework. Exem-
plar based approaches have the advantage of being easier
to adapt compared to other models, even though the detec-
tion performance has been slightly below the state-of-the
art. We show that it is possible to improve this using the
spatial information of visual words and their dependencies.

In our work, we have started with the original algorithm
in [22] and avoided [13] as it involves manual selection of
thresholds for domain partitioned classifiers for each exem-
plar. We make several improvements over [22]. We incor-
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porate visual word relations through visual phrases along
with spatial weighting of features into the voting frame-
work. Our similarity function is much more discriminative
compared to IDF-based scoring used in [13, 22]. As we
show in experiments, this approach results in a significant
performance improvement over [13, 22].

Some of the works in the area of content-based retrieval
have used similar insights. In [3, 10, 24], visual word de-
pendencies in a database with multiple objects and scenes
are discovered. While such dependencies are suppressed
for retrieval tasks [3, 10, 24], we exploit them as positive
cues for detection. In [29], the contextual weighting of the
features is proposed but for sparse local features. The work
of Yuan et al. [33] is closely related to ours. They demon-
strate an approach to discover meaningful visual phrase lex-
icons with spatially consistent visual words given a large
database. Visual phrases are also applied in image retrieval
[35, 36], object recognition [35] and detection [20] tasks.

3. Proposed Approach
3.1. Exemplar Framework for Face Detection

In the exemplar framework [13, 22], local features such
as dense-SIFT are extracted from a large exemplar database
and a k-means based vocabulary is constructed followed by
feature quantization. Term frequencies (TF) and inverse
document frequencies (IDF) are calculated and inverted
files are created similar to BOW retrieval scheme [25].

During testing, all the exemplars collectively participate
in the Hough-based voting [6, 12] process that uses the spa-
tial locations of features to locate the faces in a given image.
Each exemplar generates a voting map (at multiple scales),
where each location in the map indicates the similarity score
between the exemplar and the image sub-region at that lo-
cation (Figure 1). The similarity measure between an ex-
emplar e; and the rectangular region centered at location p
of the test image x is given as [21, 22]:

v F(w(g), L(g)) 0

S(p,e) =Y. tfe, (k) - tfulk)’

k feRz(p),9€e;
w(f)=w(g)=k
NT(L(f)—L(g)ll<e

where z is the test image, R, (p) is the sub-image region
of x centered at p. f and g are the local features and L( f)
and L(g) are their corresponding locations from z and e;,
respectively. w(f) and w(g) are the quantized visual words
of features f and g respectively. w(f) = w(g) = k in-
dicates that only the matched visual words are considered
for voting. The spatial constraint ||T(L(f)) — L(g)|| < €
further ensures that matched features should be closer un-
der some unknown transformation T. F(w(g), L(g)) is the
weightage given to each matched feature pair quantized to
visual word k. To handle burstiness, weights are divided by
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Figure 2. Motivating reasons: Consider 3 positive and negative
examples. Current schemes which ignore spatial location assign
an high IDF weight for words 1, 3 and 4. However, word 4 in third
positive example is occurring at inconsistent location possibly due
to noise which should be given slightly less weightage. Also, word
2 appears in both positive and negative examples and should be
given less weightage. Word 4 in positive example 3 do not occur
at its globally consistent location, hence should contribute less.

tfe, (k) and tf,(k), which denote the TF of the visual word
k in the exemplar and test image, respectively [21].

Suppose that we are interested in detecting faces of size
N, x N, in the test imagel. The location p where the vote
is cast is calculated as follows.

Ny

P=L(f)+N78i

(CEi - L<g)>7 (2)
where C,, and N, are the center and size of the exemplar
e;, respectively. The voting maps are then subtracted with
an exemplar specific threshold and aggregated to obtain the
final voting map [22]:

Sx)y=" >, (si(x) —pi), 3)

i:8;(x)>py

where s;(x) is the similarity score between = and e;, and
p; 1s the discriminatively trained threshold for exemplar e;
obtained during training.

3.2. Contextual Weighting of Features

Current exemplar detectors compute the similarity scores
between the exemplar and a target image sub-region as [22],

F(w(g) = k, L(g)) = idf*(k), )

where idf (k) is the IDF of the visual word k. The voting
scheme with above similarity score has two issues. First,
the use of IDF computed from only the positive exemplars
makes it less discriminative for detection tasks. Second,
the approach assumes that exemplar words are noise-free
and considers all the visual words equally important when
computing the similarity score. However, a noisy feature
that is wrongly assigned to a visual word with high IDF
may significantly affect the voting process.

Figure 2 illustrates these issues with a simple example
with 3 positive and 3 negative exemplars. Current exemplar
approaches consider only positive exemplars and will give a
high IDF to vocabulary elements 1,3 and 4. This will also

!'with an aspect ratio of 1:1 for exemplars and target faces.

1996



.
.

Figure 3. Spatial Context of visual words: (a) and (b) shows the location of two visual words in different images. Notice how the visual
word in (a) is highly localized with consistent locations while the word in (b) appears at random locations (left). The global distributions
of each visual word over the entire database (middle) is used to weight their occurrences in individual exemplars. Its overlay on the mean
exemplar face (right), shows strong localization for stable words. Unstable words occurs at diverse locations and are down weighted.

assign a high IDF to the vocabulary element 2, even though
it occurs with similar probability in both positive and neg-
ative images. Another issue is that, a highly discriminative
word occurring at an incorrect location in an exemplar may
cast a wrong vote. In Figure 2, the visual word 4 is discrim-
inative as it occurs in consistent locations in positive exem-
plars 1 and 2. However, a feature in exemplar 3 is wrongly
assigned to visual word 4 due to noise, and if we ignore its
location, may contribute incorrectly during voting.

Motivated by these observations, we address the follow-
ing questions: How can we down-weight less discriminative
vocabulary elements? and How can we discover noisy fea-
tures in exemplars and down-weight their contribution dur-
ing voting? Our modification is based on the argument that
a visual word that is stable and discriminative tends to occur
consistently in similar locations and in similar exemplars.
Similarly, a visual word that is noisy or less discriminative
with very high probability occurs at random locations. This
is illustrated in Figure 3, where a stable visual word that
describes the appearance of nose in a particular view (here
frontal) appears consistently at the same location in other
similar exemplars, or in other words, it is highly localized.
We estimate the distribution of each visual word from the
entire database and use it to weight their occurrence in ex-
emplars. Based on this, visual words appearing at their
globally consistent location get more weightage while those
appearing at random locations get less weightage.

Let, w(L(g),e;) denote the visual word corresponding
to feature g at location L(g) = (L*(g), L¥(g)) in the ex-
emplar e;. We estimate the distribution of each vocabulary
element k from the entire exemplar database as,

PAH(x.5)) = 3 STw(E(g)e) == ). 9

where N, denote total number of exemplars, (x,y) denote
the location and Z(+) is an indicator function whose value is
1 if the condition is satisfied, otherwise 0. In the practical

cases, however, there will be some misalignments between
the exemplars. To handle the misalignments, we convolve
the distribution with a 8 x 8 Gaussian filter H (exp(—d/o?)
and 02 = 2.5) to obtain the spatial weightage for each vo-
cabulary element as,

W((x,y), k) = Pe(k|(x,y)) % H (©)

We show such weightage obtained for a stable and non-
stable word in Figure 3. It also suggests to suppress the un-
stable words which would otherwise affect the voting pro-
cess. Similarly, we estimate distribution of each vocabulary
element on a large corpus of negative images n; as

Py (K|(x,y)) = Ni

P Z(w(L(g),ni) == k), ()
where N,, denote the total number of negative images. We
then compute the global discriminative score D for each
visual word £ as,

Pe(k|(x,y))

D(k) = max — 1Y) 8
(k) = max 5 e y)) ®)

The above score D(-) is discriminative and also considers
the spatial location of features, hence is suited for detection.
Finally, our scoring function for every matched feature pair
between exemplar and target sub-region is given as,

F(w(g) =k, L(g)) = W(L(g), k) - D*(k),  (9)

where W (-) denote the context-aware weightage given to
exemplar feature and D(-) is the discriminative score.

4. Visual Phrases for Detection

Due to the independent assumption in previous exemplar
approaches, each visual word independently votes for the
target image. However, for faces, it is intuitively obvious
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Figure 4. Visual Phrases for Faces: The top two rows (left and right) shows 4 different visual phrases that capture relation among two
visual words. Notice how the stable visual phrases capture semantic relation among different visual features. Visual phrases are highly
localized and appear at similar locations in similar exemplars. Bottom row shows few other visual phrases discovered from the database.

that many visual words are highly correlated and co-occur
together. The current schemes fail to capture such semantic
relations among visual features, unlike in model-based ap-
proaches which capture much complex relations. Though
the terms in the denominator of Eqn 1. handles burstiness,
it does not consider the relation among the visual words.

We propose to incorporate higher order information us-
ing so called visual phrases in the exemplar framework. A
visual phrase is a group of spatially consistent and semanti-
cally related visual words that co-occur in faces. We lever-
age the presence of large database to discover such visual
phrases. Given a large vocabulary, it is however, compu-
tationally expensive to find all such dependencies. To this
end, we resort to a popular data mining technique, associ-
ation rule mining [2] to obtain the candidate visual phrases
that occur frequently in the database. We then prune the
candidate set and retain only those visual phrases that are
well suited for detection.

It is worth to note that, such relations are earlier ex-
ploited in computer vision for retrieval tasks [3, 10, 24].
In these tasks, images usually contain multiple objects and
scenes and a similarity function with independence assump-
tion tends to over-weight the regions containing highly cor-
related words [3, 24]. Therefore such correlated words are
down-weighted for better retrieval. However, we exploit
such relations among visual words for detection as they pro-
vide strong cues about the existence of a face region.

We now formally discuss the proposed approach to dis-
cover visual phrases. Let V = {v1,vs,...,v,} denote the
vocabulary and e; be the exemplar containing subset of vo-
cabulary elements i.e. e; £ V. An association rule [2] is an
implication of the form X = Y, where X and Y are the
itemsets (visual phrases) that satisfy X < V,Y < V and
X nY = . The implication rule basically checks with
what proportion the itemsets X and Y occur together in an
image e;. The result is a list of all possible combination of
words with a support? greater than user-specified threshold.

2Support is the number of transactions (images) in the database that
contain the itemset (phrase) or simply the frequency count of a phrase.

The candidate visual phrase set obtained from the above
algorithm on a large database is usually huge containing
many redundant phrases. It may also be possible that many
of the visual words occur together by chance. Also, the min-
ing technique does not consider the spatial location of words
due to which many of the candidate visual phrases are not
discriminative for detection task. Due to these reasons, we
need to prune the candidate phrases obtained from the rule
mining and select only those discriminative phrases that are
suitable for detection. We achieve this using the concept of
spatial consistency introduced earlier for visual words. We
consider the visual phrase as stable and discriminative if all
the words associated with it appear in consistent locations
in the exemplars, and occur rarely in negative images.

Let, Q = {n; | Vi,n; < V} be the list of candidate visual
phrases discovered from association rule mining and |7; | de-
note the number of words associated with the visual phrase
7;. We assign a score for each candidate visual phrase 7; as,

1+ 0w+
Q) = log (1) (10)
where
Ut =max Y Pu(kl(z,y)« H
Vk,k)GT}i
V(z,y)
U~ = max Z P, (k|(z,y)) = H
Vk,ken,
v(z,y)

The terms U and ¥~ measure the spatial consistency
of the words that constitute visual phrase in positive and
negative images, respectively. The score Q in Eqn 10 will
be large for those visual phrases that capture the relation
of stable visual words, and less for non-discriminative and
noisy phrases that occur at random locations. We finally re-
tain the visual phrases whose Q score exceeds a threshold
ie.w = {n; | Q(n;) > p} (see Section 6.1). We show
few visual phrases discovered from the exemplar database
in Fig 4. Notice how the visual phrases capture the neigh-
bourhood (spatial and scale) relations due to multi-scale
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