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Abstract

We present an approach to capture the 3D structure and

motion of a group of people engaged in a social interac-

tion. The core challenges in capturing social interactions

are: (1) occlusion is functional and frequent; (2) subtle mo-

tion needs to be measured over a space large enough to

host a social group; and (3) human appearance and con-

figuration variation is immense. The Panoptic Studio is a

system organized around the thesis that social interactions

should be measured through the perceptual integration of

a large variety of view points. We present a modularized

system designed around this principle, consisting of inte-

grated structural, hardware, and software innovations. The

system takes, as input, 480 synchronized video streams of

multiple people engaged in social activities, and produces,

as output, the labeled time-varying 3D structure of anatom-

ical landmarks on individuals in the space. The algorith-

mic contributions include a hierarchical approach for gen-

erating skeletal trajectory proposals, and an optimization

framework for skeletal reconstruction with trajectory re-

association.

1. Introduction

There is a prevailing scientific consensus that nearly

two-thirds of interpersonal communication is transmitted

via nonverbal cues [6, 33]. Yet, despite the fundamental

role these cues play in enabling social function, the proto-

col underlying this communication is poorly understood—

Sapir [35] called it “an elaborate code that is written

nowhere, known to no one, and understood by all”. Some

structures of this code have been identified through obser-

vational study, such as reciprocity [7] or synchrony [10].
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However, systematic studies of such phenomena have re-

mained almost entirely focused on the analysis of facial

expressions, despite emerging evidence [28, 3] that facial

expressions provide a fundamentally incomplete character-

ization of nonverbal communication. One proximal cause

for this singular focus on the face is that capturing natural

social interaction presents challenges that current state-of-

the-art motion capture systems simply cannot address.

There are three principal challenges in capturing social

signaling between individuals in a group: (1) subtle mo-

tion has to be measured over a volume sufficient to house

a dynamic social group; (2) strong occlusions functionally

emerge in natural social interactions (e.g., people systemati-

cally face each other while interacting, bodies are occluded

by gesticulating limbs); (3) social signaling is sensitive to

interference. For instance, attaching markers to the face or

body, a pre-capture model building stage, or even instruct-

ing each individual to assume a canonical body pose during

an interaction, primes the nature of subsequent interactions.

In this paper, we present a system designed to ad-

dress these issues, with integrated innovations in hard-

ware design, motion representation, and motion reconstruc-

tion. The organizing principle is that social motion capture

should be performed by the consolidation of a large num-

ber of “weak” perceptual processes rather than the analysis

of a few sophisticated sensors. The large number of views

provide robustness to occlusions, provide precision over the

capture space, and facilitate the boosting of weak 2D human

pose detectors into a strong 3D skeletal tracker. In particu-

lar, our contributions include:

1. Modularized Hardware: We present the modular

design of a massively multiview capture consisting

of 480 simultaneously triggered VGA cameras, dis-

tributed over the surface of 5.49m geodesic sphere

(sufficient to house social groups).

2. Skeletal Representation: We present a new represen-

tation for social motion capture labeling and embed-

ding a dense 3D trajectory stream within a moving
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skeletal frame for each individual.

3. 3D Motion Reconstruction Algorithm: To the best

of our knowledge, our method is the first to fully au-

tomatically capture the subtle interactions of multiple

people in a social group (more than 6 people) without

requiring any individual body calibration or markers.

To be scalable to a large number of participants, our

method avoids subject-specific templates such as body

shape, color, and bone length, while providing high ac-

curacy without jitter.

4. Social Games Dataset: We collect a novel dataset

consisting of 5 vignettes, where multiple people are

engaged in social games (Ultimatum, Mafia, Haggle,

007-bang game). The data are captured by our hard-

ware system with synchronized and calibrated 480

cameras. We also provide multiple Kinect data for

a subset of the vignettes calibrated and time-aligned

with the 480 cameras for comparison. All the data and

results are publicly shared in our website∗.

The system described in this paper provides empirical data

of unprecedented resolution with the promise of facilitating

data-driven exploration of scientific conjectures about the

communication code of social behavior.

2. Related Work

Almost as soon as they were invented, cameras have

been used to study social interaction. Darwin, in his foun-

dational treatise on the expression of emotion, used pho-

tographs to prompt participant response to expressions [11].

Since then, photographs have been–and continue to be–a

fundamental tool in studying social behavior [19, 21, 13,

41, 34, 9, 1]. When the video camera was invented, it too

became an integral tool to study the dynamics of social in-

teraction [29, 43]. Most recently, with the rapid prolifera-

tion of smart phone cameras, crowd capture is an emerging

medium for analyzing social behavior as it measures both

the attentive behavior of social groups, as well as their in-

teractive dynamics [2, 15, 30, 31].

Multi-camera systems have been used to measure the

3D structure and motion of human motion. Kanade et

al. [23] pioneered the use of multi-view sensing systems to

“virtualize” reality, using 51 cameras mounted on geodesic

dome that was 5 meters in diameter. A number of systems

were subsequently proposed to produce realtime virtualiza-

tions [26, 25, 18, 32]. To obtain greater detail in the 3D

reconstruction, de Aguiar et al. [12], Vlasic et al. [39], and

Furukawa and Ponce [16] deformed pre-defined templates

of fixed topology to recover details that were subsampled or

occluded in the set of views at a time instant.

Markerless motion capture methods have focused on

tracking human body motion in multi-camera systems. One

direction of approaches pursue high-quality motion capture

in well-controlled studio setups [37, 17, 14, 38, 24]. In these

approaches, articulated 3D models are often used to uti-

lize subject-specific information such as shape, color, and

bone-length. These methods usually require a template gen-

eration process, and initial alignment at the beginning of

each capture. Much of this work assumes individual activ-

ity only, but few exceptions consider occlusions caused by

other objects or individuals [14, 38]. In the work of [24],

Liu et al. tackle motion tracking of three interacting people,

where individual specific color and appearance informa-

tion are used to resolve the occlusions. Recently, other ap-

proaches consider markerless motion capture in more gen-

eral setups with simpler model assumptions [20, 8, 5].

Besides RGB cameras, marker-based motion capture

methods provide precise dynamics measurements and have

also been used to study social behavior [27], despite the in-

terference caused by markers on social signaling. Depth

sensors such as the Kinect [36, 4] are also emerging as a

promising sensing modality, yet they suffer from the fre-

quent occlusions of social interaction.

3. Modular Massively Multiview Capture

We present a massively multiview system designed to re-

construct the labelled time-varying 3D structure and motion

of multiple people engaged in a social interaction. The com-

plexity of human motion and frequent occlusions within

social groups cause failures in estimating their structure

and motion. To handle these challenges, our system uses

480 synchronized cameras mounted over the surface of a

geodesic dome, providing redundancy for weak perceptual

processes (such as pose detection and tracking) and robust-

ness to occlusion. The large number of cameras placed at

unique viewpoints also provides a working volume suffi-

cient for multiple interacting people. The cameras are ar-

ranged uniformly to observe the scene from all directions,

so that the subjects’ motion is not restricted by a prede-

fined dominant system direction. The system produces 29.4

Gbps, and to handle this we present a modularized archi-

tecture for parallel and distributed capture and processing.

In this section, we describe the modular design of the stu-

dio structure and architecture consisting of the acquisition,

communication, and synchronization, as shown in Figure 1

and Figure 2.

3.1. Structural Design

The physical frame of the studio is a face-transitive solid

called a truncated pentagonal hexecontahedron. This partic-

ular structure was selected because it has among the largest

number of transitive faces of any geodesic dome [40]. The

transitivity of the faces enables the modular architecture,

and ensures that the structure remains easy to upgrade and

customize with different panels of the same configuration.
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Figure 1. The studio structure. (Left) The exterior of the dome

with the equipment mounted on the surface; (Center) The pan-

els are face-transitive to ensure interchangeability across panels;

(Right) An optimization was performed to ensure uniform angles

with respect to the center between each camera and all its neigh-

bors (e.g., Camera i is a neighbor of Camera j).

The structure has a radius of 5.49m and a total height of

4.15m. The center of the dome is at a height of 1.40m, and

it was raised above a hemisphere to allow increased access

to the edges of the dome as shown in Figure 1. In all, the

structure consists of 6 pentagonal panels, 40 hexagonal pan-

els, and 10 trimmed base panels.
Our design was modularized so that each hexagonal

panel houses a set of 24 VGA cameras. To determine the
placement of the cameras, we initialized their positions by
tessellating the hexagon face into 24 triangles and using this
initialization to define a 3-neighborhood structure shown in
the right-most panel of Figure 1(c). Using this neighbor-
hood structure and the initialization we determine the place-
ment of the cameras over the geodesic dome by minimizing
the difference in angles between all neighbors of every cam-
era,

{θij}
∗ = arg min

{θij}

P∑

p=1

N∑

i=1

∑

j∈N (i)

∑

k∈N (i) 6=j

(r(θij |p)−r(θik|p))
2
,

where P = 20 is the number of panels, N = 24 is the

number of cameras in each panel, N (·) is the neighborhood

of a camera, r(·|p) is a function transforming the angle on

a reference panel to the p-th panel. The cameras sample

the span of the vertical axis of the space and sample 48.71◦

of the horizontal axis. With this distribution, the minimum

baseline between any camera and its nearest three neighbors

is 21.05cm.

3.2. System Architecture

Figure 2 shows the architecture of our system which con-

sists of 480 cameras. The 480 cameras are arranged mod-

ularly with 24 cameras in each of 20 standard hexagonal

panels on the dome. Each module in each panel is man-

aged by a Distributed Module Controller (DMC) that trig-

gers all cameras in the module, receives data from them,

and consolidates the video for transmission to the local ma-

chine. Each individual camera is a global shutter CMOS

sensor, with a fixed focal length of 4.5mm, that captures

VGA (640× 480) resolution images at 25Hz.

Cameras of each panel produce an uncompressed video

stream at 1.47 Gbps, and, thus, for the entire set of 480

Figure 2. Modularized system architecture. The studio houses 480

cameras synchronized to a central clock system and controlled by

a master node. 5 kinects are also located in the studio calibrated in

the same coordinate with cameras.

cameras the data-rate is approximately 29.4 Gbps. To han-

dle this stream, the system pipeline has been designed with

a modularized communication and control structure. For

each subsystem, the clock generator sends a frame counter,

trigger signal, and the pixel clock signal to each DMC asso-

ciated with a panel. The DMC uses this timing information

to initiate and synchronize capture of all cameras within the

module. Upon trigger and exposure, each of the 24 camera

heads transfers back image data via the camera intercon-

nect to the DMC, which consolidates the image data and

timing from all cameras. This composite data is then trans-

ferred via optical interconnect to the module node, where

it is stored locally. Each module node has dual purpose: it

serves as a distributed RAID storage unit 1 and participates

as a multi-core computational node in a cluster. All the lo-

cal nodes of our system are on a local network on a gigabit

switcher. The acquisition is controlled via a master node

that the system operator can use to control all functions of

the studio.

4. Notation and Overview

Our algorithm takes, as input, 480 videos of a social in-

teraction (with calibration and time-stamps) and, as out-

put, produces skeletal trajectories with an associated set

of labeled 3D trajectories for each body part. We present

a bottom-up sampling-based approach that fuses low-level

appearance and motion cues of local landmarks into pro-

gressively compounded constructions—from node propos-

als (e.g., left shoulder), to part proposals (e.g., upper arm),

to part trajectory proposals (e.g., rigid motion of the upper

arm), to skeletal trajectory proposal (e.g., multi-part motion

of one individual).

To produce evidence of the location of different anatom-

ical landmarks, we compute appearance-based 2D human

pose detection [42] for each view and at each time instance.

The i-th 2D skeleton in a camera view c at time t is de-

noted by sci (t) ∈ R
30, which is composed of fifteen 2D

anatomical landmarks or nodes (3 for the head/torso and

12 for the limbs), and the j-th node of sci (t) is denoted by

1Each module has 4 HDDs integrated as RAID-0 to have sufficient

write speed without data loss, which ends up with 80 HDDs for 20 mod-

ules.
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(a) An example view (b) Node proposals (c) Part proposals (d) Part trajectory proposals (e) Skeletal trajectory proposals

Figure 3. Several levels of proposals generated by our method. (a) An example view out of 480 views. (b) Node proposals generated

after Non-Maxima Suppression. (c) Part proposals by connecting a pair of node proposals. (d) Part trajectory proposals generated by

propagating part proposals. All part trajectory proposals at a time instance is shown in the left rectangle. (e) Skeletal trajectory proposals

generated by piecing together part trajectory proposals. Locations of each skeletal proposals at a time instance are shown in the left image.

In (b-d), color means part labels: neck (red), head (blue), torso (black), shoulder (green), upper arm (cyan), lower arm (magenta), hip

(yellow), upper leg (orange), and lower leg (gray). In (e), color means subject’s label.

scij(t) ∈ R
2. The sci (t) is also associated with its detec-

tion score αc
i (t) ∈ R and a scale σc

i (t) ∈ R, provided by

the 2D pose detector. Given the detected 2D skeletons in

view c at time t, we generate a 2D score map φc
j(z, t) for

each node j, where z ∈ R2 indexes 2D image space. The

2D score maps of node j from all views are then combined

into a 3D score map Φj(Z, t), where Z ∈ R3 indexes 3D

event space. To produce evidence of the motion of different

anatomical landmarks, we compute a set of dense 3D trajec-

tories F = {fi}
NF

i=1, or a 3D trajectory stream, by tracking

each 3D particle independently. Each 3D trajectory fi is

initiated at an arbitrary time, and tracked for an arbitrary

duration using the method of Joo et al. [22].

Our approach generates several levels of proposals. A

set of node proposals for a node j is denoted by Xj(t),
and the k-th proposal Xk

j (t) ∈ R
3 is a putative 3D po-

sition of that anatomical landmark at time t. Similarly,

the set of part proposals at time t is denoted by Puv(t),
where (u, v) ∈ B is the set of all parts composing a skele-

ton hierarchy. Since our skeleton is a tree structure and

has fifteen nodes, |B| = 14. The k-th part proposal,

Pk
uv(t) = (Xk1

u (t),Xk2

v (t)) ∈ R
6, is a body part con-

necting two node proposals, Xk1

u (t) and Xk2

v (t), at time t.

Our method also estimates trajectory proposals for nodes

and parts. We refer to the k-th node trajectory proposal as

Yk
j = {Yk

j (t)}t, and the k-th part trajectory proposal as

Qk
uv = {Qk

uv(t)}t. In our method, a part trajectory pro-

posal is generated by selecting an initial part proposal, and

propagating it across time using a set of associated trajecto-

ries. Note that a part trajectory proposal is composed of a

pair of selected node-trajectories proposals. As a final out-

put, our algorithm produces skeletal trajectory proposals;

we refer to the k-th proposal as Sk = {Qkuv
uv }uv∈B. The S

can be directly converted to a set of fifteen node-trajectories

{Yj}
15
j=1, by fusing corresponding common nodes of the

neighboring part trajectory proposals. Our method asso-

ciates a set of labelled trajectories Fk
uv out of F correspond-

ing to each Qk
uv of a subject. These trajectories determine a

series of rigid transformations, T (t | Fk
uv, t0) ∈ SE(3), be-

tween any time t and the initiating time instance t0 of Qk
uv;

the part trajectory proposal Qk
uv is generated by propagat-

ing a part proposal using the T (t | Fk
uv, t0).

5. Skeletal Proposal Generation

We adopt an incremental approach to estimating skeletal

motion, fusing appearance and motion cues across the set

of views. In this section, we describe how the proposals are

generated and built upon from these cues.

5.1. Node Proposals

A single-view 2D pose detector is computed on all 480

views at a time instant, and is used to generate 2D score

maps for each node in each image. These 2D score maps

from all views are combined in 3D via a spatial voting

method, similar to 3D volumetric reconstruction. For 2D

pose detection, we use the publicly available pose detector

of [42] without additional training. Since we do not assume

any prior knowledge about the number of people, each im-

age may have multiple people, and, thus, we keep all the 2D

skeletons above a fixed detection threshold in every view.

Each 2D skeleton sci (t) in a view c and time t contains a

tree like skeletal hierarchy composed of 15 nodes, as shown

in Figure 4 (a)2. For clarity, we will consider a fixed time

instant t, and drop the time variable. From the detected 2D

skeletons, we generate a 2D score map for each node j in

each view, by convolving a Gaussian kernel on the node lo-

cations scij . The score map of a node j in a view c is defined

as

φc
j(z) = max

i
αc
iG(z | scij , σ

c
i ), (1)

where z ∈ R2 is a 2D location, and G is a Gaussian kernel

centered on scij with covariance σc
i , and scaled by the de-

tection score αc
i . Note that we have a score map for each

node and for each view. However, we do not distinguish

left-side node with right-side node, because they are depen-

dent on the camera view point. We treat the left-side nodes

2We modify the skeleton hierarchy of [42] to have a single torso bone,

by taking the center of the two hip nodes as a body center node.
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Figure 4. 2D pose detection and score map generation. (Column 1) Example views out of 480 views with proposals by the pose detector

(Column 2-10) Score map for each node on each view. Pose detection results are noisy due to occlusions among people.

and corresponding right-side nodes together, producing 9

probability maps (3 for head/torso nodes, and 6 for limbs)

in each view. Score maps of example views are shown in

Figure 4. Note that pose detection results are noisy, due to

the challenging hand gestures and occlusions among people

(e.g., see wrists and elbows).

To combine 2D node score maps from multiple views,

we generate a 3D score maps for each node using a spatial

voting method. We first index the 3D working space into a

voxel grid, and compute the node-likelihood score of each

voxel by projecting the center of the voxel to all views and

taking the sum of the 2D scores at the projected locations.

The 3D score map Φj for a node j at the 3D position Z is

defined as

Φj(Z) =
∑

c

φc
j

(

McẐ

(McẐ)3

)

, (2)

where the Mc is a projection matrix for view c, and ·̂ is

a homogeneous coordinate representation. The (·)3 means

the third column of the vector. Note that 3D score map for

each node is computed separately, producing nine 3D score

maps at each time. We perform this process at every frame

independently.

From the 3D score map for each node at each time in-

stance, we perform Non-Maxima Suppression (NMS), and

keep all the candidates above a fixed threshold. The results

are shown in the Figure 3(b). Each 3D point, denoted as Xk
j

for the node j, is a putative candidate for the j-th anatom-

ical landmark of a participant, which we refer to as a node

proposal.

5.2. Part Proposals

Given the generated node proposals, we infer part pro-

posals by estimating connectivity between each pair of

nodes consisting of a body part. The 2D detector as [42]

uses appearance information during the inference, and, thus,

the result tends to preserve the connectivity information

(e.g., left knee is connected to left foot). Although this in-

formation is noisy in a single view, our approach fuses them

in 3D, by voting for 3D node score maps. More specifi-

cally, we define a connectivity score between a pair of node

proposals by projecting them on to all views and checking

(a) Epsilon-ball (b) Rigid (ours) (c) Associated trajectories

Figure 5. Trajectory association to body parts. We use the approx-

imate rigidity and spatial proximity to associate unlabelled points

trajectories to body parts.

their connectivity in the pose detection for that view. The

connectivity score of a part Puv composed of between two

node proposals (Xk1

u ,Xk2

v ), where (u, v) ∈ B, is defined

as

L(Puv) =
∑

c

δcuv

(

McX̂k1

u

(McX̂k1

u )3
,

McX̂k2

v

(McX̂k2

v )3

)

,

where

δcuv(xu,xv) =

{

1 if ‖xu − sciu‖ < σc
i and ‖xv − scic‖ < σc

i

0 otherwise.

The L function counts how many connections exist in the

2D pose results across all views. The line segments in Fig-

ure 3(c) represent examples of part proposals. We compute

this connectivity score for every pair of nodes, and retain the

parts above a fixed threshold, which we call part proposals.

Intuitively, each part proposal is a putative candidate of a

body part at a time instance.

5.3. Part Trajectory Proposals

Using a part proposal as an initialization, we estimate

a part trajectory proposal by propagating it backwards and

forwards using the 3D trajectory stream F. A part trajectory

proposal is a potential candidate of a moving body parts,

preserving its (approximate) rigidity. To propagate a part

proposal, we associate it with a set of trajectories, and the

trajectories constrains the computation of a part specific se-

ries of rigid transformations. Using the 3D score maps gen-

erated in subsection 5.1 in every time instance, we can score

the validity of the part trajectory proposals to discriminate

true parts from outliers. Examples are shown in the Fig-

ure 3(d).
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3D Trajectory Stream Generation. We briefly overview

the method of [22] to generate dense 3D trajectories. Given

an initial 3D point reconstructed by feature matching and

triangulation, it is projected on all views where the point

is visible, and optical flow is computed from the projected

2D positions. Next 3D position is reconstructed by back-

projecting the tracked 2D flow positions using RANSAC,

and this process is iterated. The core idea to fully leverage

large number of views is to reason about time-varying cam-

era visibility for each point. The visibility is optimally esti-

mated in a MAP framework combining photometric consis-

tency, motion consistency, and visibility regularization pri-

ors. See [22] for more details.

Trajectory Association. To propagate a part proposal

generated at a time t0, we find related trajectories f corre-

sponding to the part, out the F. To select an initial trajectory

set, we first use proximity information by selecting all tra-

jectories within an epsilon-ball from the part proposal. Usu-

ally, this selection contains trajectories that originated from

other body parts especially when they are close each other,

as shown in Figure 5(a). Although solving this problem is

challenging for a point cloud at a single time instance, it can

be distinguishable in our case by analyzing the trajectories

for long duration of time. To score the likelihood that two

trajectories f1 and f2 originated from the same rigid part, we

define a distance

d(f1, f2) = max
t

‖f1(t)− f2(t)‖ −min
t

‖f1(t)− f2(t)‖.

(3)

When trajectories arise from the same rigid body part, this

distance is close to zero, whereas trajectories from differ-

ent parts have a large error once they move with a distinct

motion. To find the correct inlier set given the initial trajec-

tories by fixed radius thresholding, we perform RANSAC

based on this distance. In each iteration, we select a refer-

ence trajectory and find corresponding inliers in a distance

lower than a threshold. An example result is shown in Fig-

ure 5.

From a set of trajectories Fuv associated with a part pro-

posal Puv , we can estimate a series of rigid transformations

T (t | Fuv, t0) from t0 to any time t where a rigid transfor-

mation can be estimated from trajectories. Our approach

then generates a part trajectory proposal as,

Quv(t) = T (t | Fuv, t0) ·Puv

= (T (t | Fuv, t0) ·Xu, T (t | Fuv, t0) ·Xv)

= (Yu(t),Yv(t)) ,

where Puv = (Xu,Xv). Note that the Yu and the Yv

move rigidly since they are propagated by same rigid trans-

formations.

Part Trajectory Scoring. We compute the score of each

part trajectory proposal using the 3D score maps generated

in subsection 5.1. The 3D score map at a time instance

measures the node likelihood at that 3D location. Thus,

we can compute the score of the part trajectory proposal

by aggregating the 3D scores of all locations where the part

traverses. That is,

Θuv(Quv) =
∑

t

(

Φu(Yu(t)) + Φv(Yv(t))
)

. (4)

This measurement means that we favor part trajectory pro-

posals that go though the region of high detection scores,

with rigidity constraint between two end nodes (note that

the two end nodes are rigid by construction).

5.4. Skeletal Trajectory Proposals

Each part trajectory proposal is a candidate for moving

body parts. Skeletal trajectory proposals are obtained by

selecting the best combination of part trajectory proposals.

We use Dynamic Programming (DP) over part trajectory

proposals. We can consider our model as an undirected

graph G = (V,E), where each vertex is a part trajectory

proposal Qk
uv , and the graph edges are defined by the parts

in a child-parent relationship. The edge score is defined us-

ing the distance of Equation 3. For example, an instance

of upper arm part trajectory has an edge with a lower arm

part trajectory, and the edge score between them is deter-

mined by the elbow node trajectories of both parts, which

should ideally be coincident. Using DP, we maximize the

following objective:

ΘS(S
k) =

∑

(u,v)∈B

Θuv(Q
k
uv)− λ

∑

(u,v),(v,w)∈B

Ψ(Qk
uv,Q

k
vw),

where

Ψ(Quv,Qvw) = d(Y v
−, Y

v
+).

Ψ(Quv,Qvw) is a pairwise term of two part trajectory pro-

posals, where Y v
− is a node trajectory from Quv and Y v

+

is a node trajectory from Qvw (e.g., Quv is an upper arm

and Qvw is a lower arm and both Y v
− and Y v

+ are elbow’s

trajectories from the two different parts respectively). We

subtract two terms, because the first term is a score and the

second term is a distance. The λ is a weight factor balancing

between them. As mentioned, a skeletal trajectory proposal

can be represented by 15 node trajectories {Yj}
15
j=1. We

perform dynamic programming on our part trajectory pools,

and retain all skeletal trajectories after NMS and threshold-

ing.

6. Trajectory Optimization and Reassociation

From the method described above, initial skeletal trajec-

tory proposals and initial part association for trajectories are
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