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Abstract

We propose a novel unifying framework using a Markov
network to learn the relationship between multiple classi-
fiers in face recognition. We assume that we have several
complementary classifiers and assign observation nodes to
the features of a query image and hidden nodes to the fea-
tures of gallery images. We connect each hidden node to its
corresponding observation node and to the hidden nodes of
other neighboring classifiers. For each observation-hidden
node pair, we collect a set of gallery candidates that are
most similar to the observation instance, and the relation-
ship between the hidden nodes is captured in terms of the
similarity matrix between the collected gallery images. Pos-
terior probabilities in the hidden nodes are computed by
the belief-propagation algorithm. The novelty of the pro-
posed framework is the method that takes into account the
classifier dependency using the results of each neighbor-
ing classifier. We present extensive results on two different
evaluation protocols, known and unknown image variation
tests, using three different databases, which shows that the
proposed framework always leads to good accuracy in face
recognition.

1. Introduction
When we use a face image as a query, we can retrieve

several desired face images from a large image database.

We calculate many similarities of the query image and the

gallery images in the database, and the retrieved gallery

images are ranked by similar orders. It is a one-to-many

identification problem [8] and has many applications such

as searching similar face images in a database and face

tagging in images and videos. However, the traditional

face recognition algorithms [10][14] have been developed

for one-to-one verification [8], in particular, a biometric

task. Recent successful face recognition methods have

attempted to merge several classifiers using multiple fea-

ture sets of different characteristics, as in component-based

methods, which extract features from separate spatial re-

Figure 1. Top ranked gallery images of each independent classifier.

The same persons are shown in red dashed boxes. True positive

examples are mostly shown in the top ranks, but there are some

false positives. The result of a classifier could be adjusted correctly

using the results of the neighbor classifiers.

gions [14][6][5], and heterogeneous feature-based meth-

ods [21][9], which merge different domain features. These

methods used the classifiers not only based on the different

feature sets but also trained independently, and the similar-

ity scores are merged with the predefined parameters. The

parameter comes from the training database and it is not

the best choice when the input image has different condi-

tions. Note that these methods lead to good accuracy in

face verification, but there is no specific framework for the

one-to-many identification problem.

In this paper, we design a novel recognition framework

for the one-to-many identification issue, and the simple con-

cept is illustrated in Figure 1. First, we assume that we

have multiple classifiers that have complementary charac-

teristics. We can unify the multiple classifiers based not

on the predefined weight values but on a Markov network,

as summarized in Figure 2. For this purpose, we assign

one node of a Markov network to each classifier. Nodes

are connected by lines, which represents the statistical de-

pendencies. For an observation node, we extract a feature

from a query image using the corresponding classifier. At

its paired hidden node, we retrieve the first n similar gallery
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Figure 2. N multiple classifiers are deployed under (a) the tra-

ditional recognition framework and (b) the proposed recognition

framework using a Markov network. The circles represent nodes,

and the lines are the statistical dependency between the nodes. Ob-

servation node y is assigned by the feature of a query image and

hidden node x is assigned by the feature of a gallery image. Φ
and Ψ are the compatibility functions, which will be described in

Section 4, that model the relationships between nodes. s and b are

the score variables.

samples from the database, and their orders are made by

the similarity scores for the query face image. The multiple

classifiers have their own lists of retrieved gallery images,

which are not identical in general, thereby complementing

the neighbor classifiers. Because the hidden nodes are con-

nected by the network lines, the relationship of the con-

nected nodes is learned by the similarity scores between the

neighbor classifiers, and the scores are calculated by con-

catenating the two gallery features of the neighbor classi-

fiers. The posterior probability at each hidden node is easily

computed by the belief-propagation algorithm. Finally, we

have marginal probability for a score value at each classi-

fier. We also analyze the generalizability of the proposed

method using different multiple classifiers such as the Ran-

dom Sampled Gabor (RSG) method, which consists of the

simple and weak classifiers, and the Extended Curvature

Gabor (ECG) method [4], which consists of more complex

and stronger classifiers.

Our main contribution is the novel recognition frame-

work that successfully organizes the classifier relationship

using the similarity between the top ranked gallery images

of the corresponding classifiers. Its own node characteris-

tics are iteratively propagated to other neighbor nodes. As a

result, all nodes are correlated to others, which improves the

recognition results in a one-to-many identification task. Ex-

tensive experiments are also performed on cross-variations

of well-known evaluation data sets to allow us to identify

the performance changes due to the known and unknown

image conditions changes.

The rest of this paper is organized as follows: Related

works are introduced in Section 2. The proposed method is

presented in Section 3 and 4, and the experimental results

are given in Section 5. We offer a conclusion in Section 6.

2. Related Work

The performances of recent face recognition algorithms

have gradually advanced, which is largely due to tech-

niques that merge several classifiers of different charac-

teristics [21][20][9]. They have used many features such

as Gabor, Local Binary Pattern (LBP), Fourier coefficient,

and Discrete Cosine Transform (DCT) features. In this pa-

per, we use Gabor feature-based classifiers as representative

classifiers, but the proposed framework is applicable to any

other classifiers.

When surveying the literature on face recognition us-

ing a Markov network, Huang et al. [3] proposed a hy-

brid face recognition method that combines holistic and

feature analysis-based approaches using a Markov random

field (MRF) model. They divided a face image into small

patches, and the relationships between the patches were

captured by the MRF model. The final recognition was

based on majority voting using the results from the patches.

On the other hand, Rodrigues et al. [17] estimated the

eigenspace parameters of facial images with different poses

using the MRF model over the parameter space to model

a smoothness assumption. They reduced the image recon-

struction error and improved the performance in pose esti-

mation. Our method mainly differs in the purpose of us-

ing the Markov network. For example, in Huang’s method,

the Markov network was used to represent the relationship

between the image patches and the patch IDs, and they

adopted the delta-based function as the hidden-state com-

patibility function, which means that it will check whether

the information of the neighbor blocks is same for the vot-

ing scheme for the verification task. On the other hand, we

use the Markov network to apply the relationship between

the multiple classifiers to the face recognition scheme and

propose a similarity-based compatibility function between

the neighbor classifiers for the identification task.

3. Review of the Markov Random Field

Freeman et al. [2] proposed a learning-based method for

low-level vision problems known as the example-based su-

per resolution. They generated a synthetic world of scenes

and corresponding rendered images, and they modeled their

relationship using a Markov network. However, in this pa-

per, given a query image, y, we would like to identify the

most similar gallery image, x, from the enrolled image set

in a one-to-many face identification scenario. This problem

can be cast as a maximization of the posterior probability,

P (x|y) = P (x,y)
P (y) = cP (x,y). Under the Markov assump-

tion, the conditional probability and joint probability of N
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nodes can be written as

P (x|y) = c
∏

(i,j)

ψij(xi,xj)
∏

i

φi(xi,yi), (1)

where c is a normalization constant, ψ and φ are the com-

patibility functions, and the products are done through over

all the neighboring pairs of nodes, i and j. We make use

of the belief-propagation algorithm, which is known as the

fast converging method.

The belief-propagation algorithm iteratively updates the

message mij from the node i to the node j, and the equation

is as follows:

mij(xj) =
∑

xi

ψij(xi,xj)
∏

k �=j

mki(xi)φi(xi,yi), (2)

where mij(xj) is an element of the vector mij correspond-

ing to the gallery candidate xj . The marginal probability bi

for gallery xi at node i is derived by

bi(xi) =
∏

k

mki(xi)φi(xi,yi). (3)

4. Proposed Unified Recognition Framework

4.1. Node

In [3], an image was divided into several patches and

nodes were assigned to these patches under the Markov as-

sumption, but in this paper, we assign the nodes to the fea-

ture vectors of the multiple classifiers. For example, the

query feature and the gallery feature are assigned to the ob-

servation node, y, and the hidden node, x, respectively, and

we design the parallel network without loops for simplic-

ity, as shown in Figure 2 (b). In this respect, each classifier

is influenced by two neighbor classifiers under the Markov

assumption, and we can finally haveN observation and hid-

den nodes pairs. A pair of the observation and the hidden

nodes might be assumed as traditional face recognition, but

the hidden nodes are connected by the network lines. At

each hidden node, we collect n gallery candidates that are

most similar to the observation feature. The hidden nodes

have their own sets of gallery candidates retrieved from the

database, and the n candidates of each node are not the same

as the others because we assume that the multiple classifiers

have different characteristics. For example, when assuming

that there are two classifiers, we can have two sets of the

n first ranked gallery candidates, and the relationship be-

tween hidden node x1 and x2 can be evaluated for pairs of

realizations, (x1p,x2q), 1 ≤ p ≤ n, 1 ≤ q ≤ n. In de-

tail, x11, the first ranked element of the gallery candidates,

is compared with all the n candidates of the neighborhood

classifier, {x21, x22, · · · , x2n}.

Figure 3. The similarity between instances x1p and x2q of differ-

ent hidden nodes x1 and x2 is computed by comparing two con-

catenated features, f
x1p

= [fx1p fxp ] and f
x2q

= [fxq fx2q ],
where x1p and x2q are from the retrieved gallery sets at the first

and second hidden nodes, respectively. We generate the neigh-

bor features, fxp and fxq , using the neighbor classifier (red), and

we add them to the main features, fx1p and fx2q , (blue), in order.

f
x1p

k is the kth element of the feature vector, fx1p .

4.2. Compatibility Function

For a given observation, yi, the query-gallery com-

patibility function, Φ(xi,yi), is evaluated for n gallery

candidates of xi, {xi1, . . . ,xin}, thus generating a vec-

tor in �n×1. The gallery-gallery compatibility function,

Ψ(xi,xj), is evaluated for n × n pairs of (xi,xj), where

xi takes value on {xi1, . . . ,xin} and xj on {xj1, . . . ,xjn},
thus generating a matrix in �n×n.

Using the normalized correlation between two feature

vectors as a measure of similarity, the nmost similar gallery

images are retrieved at each hidden node. We define the

compatibility function between the hidden nodes i and j as,

ψij(xi,xj) = exp(−|sij(xi,xj)− 1|2/2σ2), (4)

where σ is a noise parameter. We evaluate the compatibility

function for each pair of the instances, that is, we compute

ψij(xip,xjq) for 1 ≤ p ≤ n and 1 ≤ q ≤ n. Now we need

to define the similarity measure, sij(xip,xjq). However,

xip and xjq are from different face classifiers, and we can-

not directly compare their corresponding features, fxip and

fxjq . To address this problem, we propose the concatenated

features, f
xip

and f
xjq

, which are an augmented version of

fxip and fxjq . Figure 3 illustrates how to construct the con-

catenated features. The similarity between i and j nodes is

measured by the normalized correlation coefficient between

the concatenated features:

sij(xip,xjq) =< f
xip
, f

xjq
> /||fxip ||||fxjq ||. (5)

The query-gallery compatibility function and the similar-

ity function are derived in a relatively straightforward way

by
φi(xi,yi) = exp(−|si(xi,yi)− 1|2/2σ2), (6)
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Figure 4. Simple concept of the message passing method. Given

a query image at node i, n gallery images that are most similar to

the query image, yi, are retrieved. The query-gallery compatibility

function at node i is evaluated and represented by a column vector

Φi. The gallery-gallery compatibility function between the gallery

node i and the neighbor node j is computed for each pair of the

candidates and is represented by a matrix, Ψij .

si(xik,yi) =< fxik , fyi > /||fxik ||||fyi ||, (7)

where 1 ≤ k ≤ n.

4.3. Belief-Propagation

Belief propagation is a message passing algorithm. From

Equations (2) and (3), we derive the following Equations for

the proposed model of Figure 2 (b):

m(i−1)i(xi) =
∑

x(i−1)

ψ(i−1)i(x(i−1),xi)m(i−2)(i−1)(x(i−1))

φ(i−1)(x(i−1),y(i−1)), (8)

where x(i−1) in the summation runs through xi, that is,

{x(i−1)1, . . . ,x(i−1)n}. We evaluate Equation (8) for n val-

ues of xi, that is, {xi1, . . . ,xin}.

m(i+1)i(xi) =
∑

x(i+1)

ψ(i+1)i(x(i+1),xi)m(i+2)(i+1)(x(i+1))

φ(i+1)(x(i+1),y(i+1)). (9)

The marginal probability is

bi(xi) = m(i−1)i(xi)m(i+1)i(xi)φi(xi,yi). (10)

As the posterior probability p(xi|y1, · · · ,yN ) is pro-

portional to bi(xi) at the hidden node xi, we have a

chance to use these N marginal probabilities such as

b1(x1), b2(x2), · · · , bN (xN ). For simplicity, the final simi-

larity score is the sum of the marginal probabilities such as

S =
∑N

i=1 bi.
For further discussion, let’s illustrate Equation (8) using

Figure 4, where the message that comes from the neigh-

bor node i to the current node j corresponds to the column

Table 1. Known variation evaluation protocol using FRGC ver 2.0

database.
Protocol Database Individual Image

Training FRGC Training 222 12,766

Controlled vs Query FRGC Controlled 465 16,028

Controlled (CvC) Gallery As Above 465 16,028

Uncontrolled vs Query FRGC Uncontrolled 465 8,014

Controlled (UvC) Gallery FRGC Controlled 465 16,028

Table 2. Unknown variation evaluation protocol using FRGC ver

2.0, XM2VTS, and BANCA databases.
Protocol Database Individual Image

Training FRGC Training 222 12,766

XM2VTS vs Query XM2VTS 295 2,360

XM2VTS (XvX) Gallery As Above 295 2,360

BANCA vs Query BANCA 82 6,540

BANCA (BvB) Gallery As Above 82 6,540

vector obtained by multiplying the matrix (blue area) and

the column vector (red area). Intuitively speaking, the col-

umn vector (red area) contains the information to be propa-

gated and the matrix (blue area) plays the role of a channel

over which the information is propagated. Each element in

the matrix (blue area) is a measure of similarity between a

gallery image and a gallery image of another node. If the

two gallery images are similar enough to result in a large

term in the matrix, the corresponding term in the column

vector (red area) receives more emphasis. For example, sup-

pose we would like to compare the query image and gallery

image 1. If gallery image 1 is somehow similar to another

gallery image, say, image 2, then the idea is that we will use

the similarity between image 2 and the query to update the

similarity between image 1 and the query. If image 1 and

image 2 are two images of the same person taken in differ-

ent situations, the achieved effect is a comparison between

the query and a cluster of images, in this case, a cluster of

image 1 and image 2. In this sense, the proposed inference

algorithm performs a kind of clustering-based face recogni-

tion.

5. Experimental Result and Discussion
To evaluate the performances of the proposed algo-

rithm, we make two different experimental protocols using

the FRGC ver 2.0 [15], XM2VTS [12], and BANCA [1]

databases. The first one is the known variation test pro-

tocol, as described in Table 1, where we can evaluate the

performance changes of the algorithm due to the trained

image variations such as the controlled and uncontrolled

changes of FRGC. In this protocol, the multiple classifiers

are trained by the FRGC training image set, and the test

sets consist of the FRGC test images whose conditions are

similar to that of the training images. There are two test

sets: controlled image versus controlled image (CvC) and

uncontrolled image versus controlled image (UvC). This is
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Figure 5. (a) Normalized face example. Yellow dots show the spa-

tial localities of the 1,500 features selected by (b) the BGL method

and (c) the samples of the proposed RSG classifiers.

the traditional evaluation protocol and is the same as the

EXP1 and EXP4 of the original FRGC test protocol. In the

other protocol, as described in Table 2, we train the multi-

ple classifiers using only the FRGC training set, and the two

test sets are composed of XM2VTS (XvX) and BANCA im-

ages (BvB), respectively, where we expect to observe per-

formance changes according to the un-trained image vari-

ations. Note that three different database are collected not

only for the different purposes but also under the different

conditions. In the end, face recognition accuracy is calcu-

lated by the 1st rank of the Cumulative Match Character-

istics (CMC) curve as a measurement of one-to-many face

identification [8].

5.1. Gabor LDA-based Classifier

To evaluate the generalizability of the proposed recogni-

tion framework, we employ two different Gabor LDA-based

classifiers such as the RSG classifiers, proposed in this pa-

per, and the ECG classifiers [4], respectively.

In the RSG classifier, to build a single classifier, we

first normalize an input image to a 60×80 resolution im-

age based on the fixed eye distances (32 pixel), and then

we apply a Gabor filter into a normalized image where Ga-

bor parameters are from seven different frequencies, ν =
{−2,−1, · · · , 4}, eight orientations, μ = {0, · · · , 7}, and

σ = π. Now we have 7×8×60×80 Gabor features. For

the feature selection, many works [23][19] have employed

the boosting theory, but we randomly select 1,500 features,

directly inspired by [22], and further reduce the dimension

of the feature vector using LDA. Therefore, the final LDA

output size is 221 due to the class number of the FRGC

training set. Figure 5 illustrates the comparison of the spa-

tial localities between the boosted Gabor LDA (BGL) and

the random selected methods. Most features are selected

around two eyes and a nose in the BGL method (Figure 5

(b)), but the selected features are well distributed by ran-

dom sampling in the proposed method (Figure 5 (c)). In

this paper, we build the ten RSG classifiers as the multiple

classifiers (N = 10).

On the other hand, in the ECG classifier, the Gabor fil-

ter was extended to 7×16×60×80 features due to the ad-

dition of the curvature term. They selected 1,400 features

from each different curved Gabor feature candidate using

the AdaBoost method. They finally merged the multiple

classifiers and achieved the best result among the Gabor-

Figure 6. The average recognition rates of the single classifiers, for

example, the BGL and ECG classifiers and ten RSG classifiers, are

shown under the traditional and the proposed frameworks in the

(a) CvC and (b) UvC tests. The bars are the standard deviations of

three ROCs.

Figure 7. The average accuracy of combining different numbers

of RSG classifiers under the traditional and proposed frameworks.

The score fusion rule is the sum rule and the test protocol is the

UvC test.

based recognition method. In this paper, we employ twelve

ECG classifiers (N = 12) for the full performance without

consideration of the computational complexity.

5.2. Experiment with the Known Variation Test

First, we evaluate the accuracy of each single RSG clas-

sifier. As shown in Figure 6, the average recognition rates

of the RSG classifiers range from 63.22% (4th classifier)

to 66.75% (2nd classifier), but the BGL classifier and the

ECG classifiers achieve an average of 72.79% and 85.67%,

respectively, in the UvC test. The proposed RSG classifier

is not a good method from the viewpoint of a single classi-

fier, but the benefit of the RSG method is its simplicity and

that there is no limitation for generating multiple classifiers.

Its characteristics are good for the proposed framework be-

cause we need more than one classifier. Note that all single

RSG classifiers of the unified framework improve the aver-

age accuracy by approximately 12–13% with the UvC test

compared to the original single RSG classifiers. Moreover,

all single RSG classifiers of the proposed method show bet-

ter accuracy than the BGL and ECG classifiers, and similar

improvement is also found in the CvC test.
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Figure 8. (a) The lines show the average recognition rates of the ten

RSG classifiers as a function of the size of the retrieval images, n,

in the UvC test. (b) The average computational times of the belief

propagation module increases according to the number of ranks,

n.

Figure 9. The performances of the proposed method are compared

with well-known fusion methods that combined the ten proposed

RSG classifiers. The proposed method is combined with the sum

rule.

Now we will compare performance improvements ac-

cording to the number of multiple classifiers. As shown

in Figure 7, when the number of classifiers increases, the

accuracy also increases in both the traditional and proposed

methods. However, the proposed unified framework always

leads to approximately 10% better recognition rates than the

traditional one. In this paper, we use the sum rule [7] to

combine RSG classifiers for simplicity, but more complex

combination algorithms may further improve system per-

formance.

The number, n, of candidate images at the compatibil-

ity matrix, Ψ, is an important factor for the performance of

the proposed system because it is directly related to both

accuracy and computational complexity. When the value

of n increases, the size of the compatibility matrix, Ψ, also

increases, which leads to heavy computational complexity.

We evaluate the performance changes of the ten RSG clas-

sifiers, as shown in Figure 8. The average computational

times of the belief propagation module are measured on a

2.66 GHz single processor PC. Considering both accuracy

and complexity, we have selected n = 300 in this paper.

Figure 9 summarizes the performances of the well-

known fusion methods for the ten RSG classifiers: the sim-

Table 3. The performances of the proposed method are compared

with the Gabor-based classifiers such as the BGL and ECG classi-

fiers. 1st rank of CMC is used for the identification measurement.
Test Method ROC1 ROC2 ROC3 Avg

CvC BGL 95.86% 94.16% 93.76% 94.59%

RSG (Sum) 96.69% 94.92% 94.39% 95.33%

ECG (LR) 97.21% 95.69% 95.36% 96.09%

Proposed (RSG) 98.53% 98.01% 97.77% 98.10%

Proposed (ECG) 98.93% 98.44% 98.17% 98.52%

UvC BGL 73.58% 71.24% 73.54% 72.79%

RSG (Sum) 83.15% 80.85% 82.63% 82.21%

ECG (LR) 86.86% 84.51% 85.64% 85.67%

Proposed (RSG) 92.15% 91.85% 92.54% 92.18%

Proposed (ECG) 94.06% 93.85% 94.42% 94.11%

ple ones (e.g., MIN, MAX, and Sum) [7], RANK based fu-

sion [11], likelihood rate (LR) based fusion [16], Gaussian

mixture model-based LR (GMLR) method [13], and fisher

classifier (LDA) based score fusion method [18]. Their av-

erage recognition rates in the UvC test are 76.22%, 74.22%,

82.21%, 82.28%, 82.24%, and 80.15%, respectively, but

the proposed method achieves an average recognition rate

of 92.18%. This trend is similarly observed in the CvC

test. In this respect, we can know that the proposed method

achieves the best result among the published fusion meth-

ods.

When compared with the performances of the other

Gabor-based methods such as BGL and ECG classifiers,

as shown in Table 3, the twelve ECG classifiers fused by

the LR method show an average of 85.67% in the UvC test,

which is better than the 72.79% average of the BGL method

and the 82.21% average of the ten RSG classifiers fused

by the sum rule. Note that the ECG classifiers achieved a

91.24% Verification Rate (VR) at a 0.1% False Acceptance

Rate (FAR) in the EXP4 of FRGC ver 2.0 database [4], and

we can know that the first rank of the CMC measurement is

more strict than the VR of the FAR=0.1% measurement. On

the other hand, the proposed recognition framework works

successfully for the RSG classifiers and ECG classifiers.

For example, using the proposed recognition framework,

the recognition rate of the RSG classifiers is boosted from

82.21% to 92.18% and the recognition rate of the ECG clas-

sifiers is boosted from 85.67% to 94.11% in the UvC test.

From this result, we can conclude that the proposed method

efficiently combines multiple classifiers using the classifier

relationship in the known variation test.

5.3. Experiment with the Unknown Variation Test

In this test protocol, we expect to observe performance

changes according to the different un-trained image varia-

tions. Figure 10 summarizes the performance comparisons

of various face recognition methods, including the LDA,

Boosted Gabor (BG) [23], and BGL [19] methods. More-

over, we also measure the accuracies of the ten RSG clas-
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Figure 10. CMC curves corresponding to the well-known recog-

nition methods and the proposed framework using RSG classifiers

and ECG classifiers in the (a) XvX test and (b) BvB test, respec-

tively. X-axis is log-scaled.

sifiers merged by sum rule, denoted by RSG (Sum), the

twelve ECG classifiers merged by the LR method, denoted

by ECG (LR), and the proposed frameworks with the RSG

and ECG classifiers, respectively, in the XvX and BvB tests.

In the experiments from the XvX test to BvB test, the tradi-

tional methods, for example, the LDA, BG, and BGL meth-

ods, show poorer accuracies than expected, because they

have a single classifier, which is not robust to the situation

changes. On the other hand, the multiple classifiers, for ex-

ample, the RSG and ECG classifiers, show better results.

In detail, the RSG and ECG classifiers show similar recog-

nition rates, approximately 82%, in the XvX test, but the

ECG classifiers achieve a 7% better recognition rate than

the RSG classifiers in the BvB test. On the other hand, the

proposed frameworks, the RSG and the ECG, always lead

to approximately 5–11% better results than the other score

fusion methods, for example, the RSG (Sum) and the ECG

(LR). The best results are achieved by the proposed frame-

work with twelve ECG classifiers, which score 88.15% and

55.7%, on the XvX and BvB tests, respectively. Note that

compared to the performances of the proposed method in

the known variation test protocol (i.e., 94–98%) the best ac-

curacies of the proposed method decrease in both the XvX

and BvB tests. The difference in its performance between

the known and unknown tests is caused by unexpected im-

age variations. For example, XM2VTS images are collected

in a studio to control for environmental conditions, which is

similar to the FRGC database, and the performance of the

proposed method falls slightly, but the BANCA images are

collected from different places such as an office or a din-

ing hall. They also use two different cameras, including

a webcam, and some images are quite blurry. Such unex-

pected variations could have negative effects on the recog-

nition system. Nevertheless, the overall performances of the

proposed method are always better than the other methods

in the unknown test protocols, which indicates that the su-

periority of the proposed method is well generalized over

the different databases.

6. Conclusion

We propose a novel face recognition framework, particu-

larly for the one-to-many identification task, based on multi-

ple classifiers connected by a Markov network. The Markov

network probabilistically models the relationships between

a query and gallery images and between neighboring gallery

images. From the viewpoint of an observation-hidden node

pair, we retrieve the most similar gallery images from the

database using a query image face model. The statistical

dependency between the hidden nodes is calculated by the

similarities between the retrieved gallery images. Hence,

the resulting inference mechanism can be viewed as a kind

of clustering-based face recognition. We prove the good

performances of the proposed framework using RSG clas-

sifiers and ECG classifiers, respectively. Moreover, we

have confirmed the generality of the proposed method with

the known variation test and unknown variation test proto-

cols which consist of three different databases: the FRGC,

XM2VTS, and BANCA databases.
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