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Abstract

Internet photo collections naturally contain a large va-

riety of illumination conditions, with the largest difference

between day and night images. Current modeling tech-

niques do not embrace the broad illumination range often

leading to reconstruction failure or severe artifacts. We

present an algorithm that leverages the appearance variety

to obtain more complete and accurate scene geometry along

with consistent multi-illumination appearance information.

The proposed method relies on automatic scene appearance

grouping, which is used to obtain separate dense 3D mod-

els. Subsequent model fusion combines the separate models

into a complete and accurate reconstruction of the scene.

In addition, we propose a method to derive the appearance

information for the model under the different illumination

conditions, even for scene parts that are not observed un-

der one illumination condition. To achieve this, we develop

a cross-illumination color transfer technique. We evaluate

our method on a large variety of landmarks from across Eu-

rope reconstructed from a database of 7.4M images.

1. Introduction

Image retrieval and 3D reconstruction have made big

strides in the past decade. Recently, image retrieval and

Structure-from-Motion (SfM) methods have been combined

to achieve modeling from 100 million images [10]. Com-

bining them can not only tackle scale but also allows to re-

construct spatially complete models with high levels of de-

tail [21]. A key observation is that an increasing number

of images in the collections ease the registration of images

taken under very different illumination conditions into a sin-
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Figure 1. Night model of St. Peter’s Cathedral in Rome recon-

structed by our method. Left: Model obtained from night images

only. Right: Fused, recolored model from day and night images.

gle 3D model. A feat that is not achieved by direct matching

techniques, but rather by discovering sequences of match-

ing images with a gradual change of the illumination, see

Figure 2 for such a transition sequence.

A sparse 3D reconstruction of feature points, obtained

from a mixed set of day and night images, is reliable and

naturally occurs in large-scale photo collections. This is

due to the presence of “transition” images and due to the

fact, that some of the detected features after photometric

normalization provide sufficiently stable matches across il-

lumination transitions. Examples of such feature points, the

corresponding image patches, and their normalized descrip-

tor patches are shown in Figure 4.

However, while beneficial for SfM, the registration of

mixed illumination images creates challenges for dense 3D

reconstruction, which delivers poor results or even fails in

the presence of day and night images [15]. In particu-

lar, mixed illuminations cause erroneous dense correspon-

dences due to accidental photo-consistency in multi-view

stereo that distort the texture composition of the models.

As a first contribution of the paper, we propose a method

for automatically separating day and night images based

on the sparse scene graph produced by SfM and a learned

day/night color model. The separated sets of day and night

images then allow to compute reliable dense reconstructions

for each of the two modalities separately.
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Figure 2. Tyn Church, Prague. Registration of day and night im-

ages into the same model through smoothly varying illumination

in intermediate images during dusk and dawn.

While two separate models on first sight may be seen as a

drawback, we demonstrate that they often contain regions in

which only one of the models provides reliable surface re-

construction. As expected, we observe that usually daytime

images are significantly more frequent and, due to better il-

lumination conditions, lead to overall superior models over

nighttime models. Interestingly, we observed several situa-

tions where night images provide better reconstruction than

their daytime counterparts: (i) when lights at night illumi-

nate or texture areas that are shadowed or ambiguous dur-

ing the day, and (ii) when areas with repeated and confusing

textures are not lit during the night, allowing unambiguous

dense matching in those areas. Our second contribution is

to fuse the initially separated dense models into a superior

model combining the strengths of both modalities.

Finally, as a third contribution, we introduce a method

of color transfer to consistently re-color the composite 3D

areas for each illumination condition, even for areas that

were not reconstructed under the illumination, i.e., we will

compute a nighttime color even for geometry that is only

reconstructed in the day model.

In summary, our contributions achieve a more complete

and accurate dense 3D reconstruction for mixed day- and

nighttime images that are typically present in Internet photo

collections. Previously, the joint modeling of day and night-

time images caused disturbing artifacts or even lead to re-

construction failures. Additionally, we are able to recon-

struct a complete color representation for the dense model

surfaces leveraging the corresponding appearance charac-

teristics of the daytime and nighttime images.

2. Related Work

The seminal paper of Snavely et al. [23, 24] first pro-

posed reconstruction from unordered Internet photo collec-

tions. To determine overlapping views, Snavely et al. per-

formed exhaustive pairwise geometric verification. While

this ensures the highest possible discovery rate, it impairs

the scalability of their system due to the quadratic complex-

ity growth in the number of images. During the following

years, several methods for tackling scalability of unordered

photo collection reconstruction were proposed: appearance-

based clustering methods for grouping the images [12, 6],

vocabulary tree based approaches [1, 14], and most recently

streaming based methods leveraging augmented appearance

indexing [10]. Although the systems successfully scaled

the reconstruction to tens of millions of images, they lost

the ability to reconstruct details of the scene in the pro-

cess. Recently, Schönberger et al. [21] proposed a method

to overcome this limitation of not being able to reconstruct

details. Their method leverages a tightly-coupled SfM and

image retrieval system [17] to overcome the loss of fine

details in the models while keeping the scalability of the

state-of-the-art reconstruction systems. Our reconstruction

system is inspired by this method. Snavely et al. [23, 24]

empirically observed the difficulty in registering night im-

ages due to their noisiness and darkness. In our system, we

overcome this limitation by registering night images mainly

through transition images under intermediate illumination

conditions during dusk and dawn (see Figure 2). Snavely’s

system [22] provided an option to manually select day or

night images to explore similar viewpoints and illumina-

tions. In contrast, our system automatically classifies and

clusters day and night images. In addition, we use the clus-

tering to improve reconstruction results.

Schindler and Dellaert [19] proposed a method for an-

alyzing the point in time at which a photo was taken. In

contrast to our approach, their method was relying on ob-

servable changes of the scene geometry, e.g., construction

or demolition of buildings, which typically happens over

longer periods of time. Our method focuses on modeling

the illumination changes over the course of a day. Re-

cently, Matzen et al. [16] proposed an approach to model

and extract temporal scene appearance changes in 3D re-

constructions. They perform temporal segmentation of the

3D model to obtain objects whose appearance changed over

time. The recovered object appearance changes (wall art,

signs, billboards, storefronts, etc.) relate to scene texture

changes but not to illumination changes due to their search

of change over longer periods of time. In contrast, our al-

gorithm aims at determining periodic short term (over the

course of a day) temporal scene appearance and illumina-

tion changes. Hence, our proposed approach deals with

much smaller appearance differences in segmented parts of

the reconstruction. These changes are caused by different

illuminations during daytime and nighttime and are not cor-

related with scene texture changes.

Martin-Brualla et al. [15] proposed to compute time-

lapse mosaics from unordered Internet photo collections of

landmarks. They observed the difficulties posed by the pres-

ence of night and day images in the same reconstruction.

Specifically, they noted that mixing day and night images

within the same model introduces “unrealistic twilight ef-

fects”. In this paper, we propose an approach that over-

comes these failure cases and obtains a correct representa-

tion of the 3D model for both modes of illumination.
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Figure 3. The proposed day/night modeling pipeline starting with sparse modeling to day-night clustering and the final dense modeling.

Ji et al. [11] proposed a system to automatically create

illumination mosaics for a given outdoor scene from Inter-

net photos. Their work strives to depict temporal variability

of the observed scene by presenting a 2D image of the scene

with varying illumination along the rows of the image. They

perform a search for a chain of images that exercise smooth

illumination variation and that are all related through a ho-

mography mapping. In contrast, our method considers all

available images and not only the images related through

homographies. Instead of illumination modeling in 2D, our

approach achieves illumination separation and modeling in

3D for the entire scene. Moreover, the ordering of Ji et

al. [11] heavily relies on the color of the sky shown in the

images. Whereas our system can perform day-night separa-

tion even with no sky present in any of the images.

Veride et al. [25] learned a feature detector which is

stable under significant illumination changes, facilitating

the matching between day- and nighttime images. They

observed that standard feature detectors exhibit significant

temporal sensitivity, i.e., reduced repeatability under differ-

ent illumination conditions. We exploit this temporal sen-

sitivity “flaw” of the standard detectors to efficiently split a

given 3D model into groups of cameras and points that have

the highest illumination change across groups, i.e., a group

for the day and another for the night.

3. Overview

Before delving into the details of our method for day and

night model reconstruction, we provide an overview as il-

lustrated in Figure 3. It starts with a database of unordered

images. During the initial phase of the reconstruction, we

build a sparse 3D model using SfM (see Section 4). In sup-

port of sparse modeling, we index all images in the database

using a min-Hash and find reconstruction seeds by leverag-

ing geometrically verified hash-collisions. Next, our SfM

algorithm uses these seeds to build sparse 3D models for

the scenes contained in the photo collection. Specifically,

it uses a feedback loop to gradually extend the reconstruc-

tion by dedicated queries against the database. The resulting

sparse model contains day and night images registered into

the same model and represented as one scene graph.

In the next step, a dense scene model is obtained. Given

the previously observed difficulties and artifacts caused by

mixed day and night images, we deviate from the standard

approach of directly proceeding to dense reconstruction.

We first split the scene graph into day and night clusters

to separate the images of the different illumination condi-

tions (see Section 5). This in essence separates the scene

graph into two scene graphs – one for daytime images and

one for nighttime images. Then, we perform separate dense

geometry estimation for the images in each of the scene

graphs yielding two separate dense 3D models (see Sec-

tion 6). Subsequently, the two dense models are aligned into

one common model representing the overall dense scene ge-

ometry. As part of computing the dense scene geometry,

we obtain the color information of the point cloud under

the two illumination conditions, i.e., a daytime color and a

nighttime color for each point. Given that not all parts of

the common model are necessarily visible both at daytime

and at nighttime, we then determine the missing color infor-

mation through cross-illumination transfer. Specifically, we

use one illumination condition to find similar patches with

a corresponding color in the other illumination. The color

information of the patches under one illumination is then

used to compose the missing color information for the point

under the other illumination.

4. Reconstruction

In this section, we detail our approach for efficiently

reconstructing all 3D models contained in a given image

database. We use a generic database from [21] with over

7.4 million images downloaded from Flickr through key-

words of famous landmarks, cities, countries, and architec-

tural sites. The approach starts with an initial clustering

procedure to find putative spatially related images. These

spatially related images are subsequently used to seed an

iterative reconstruction process that repeatedly extends the

3D model through a tight integration of the image retrieval

and SfM module similar to the approach by Schönberger et

al. [21, 20]. In contrast to their system, our approach ex-

haustively builds models for the entire image database. Due

to the massive number of images in the database, exhaustive

reconstruction imposes several challenges in terms of effi-

ciency, which we address through an initial clustering pro-

cedure and a parallelized implementation of their system.

Clustering To seed our iterative reconstruction process ef-

ficiently, we find independent sets of spatially overlapping

images using the clustering approach by Chum et al. [4].
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This approach first indexes all database images in a min-

Hash table and then uses spatially verified hash collisions

as cluster seeds. Next, an incremental query expansion

[5, 18] with spatial verification extends the initial clusters

with additional images of the same landmark. The nearest-

neighbor images in this query expansion step then define

the graph of overlapping images, the so-called scene graph.

Given that query expansion is a depth first search strategy,

the resulting scene graph is only sparsely connected. How-

ever, in order to achieve a successful reconstruction, SfM

requires a denser scene graph than provided by the clus-

tering method. Therefore, we first densify the scene graph

as described in the following paragraph before using it in

SfM. Compared to the approach in [21], which takes a sin-

gle query image as input for the reconstruction, this cluster-

ing step reduces the number of query images dramatically.

Rather than seeding the reconstruction with 7.4M query im-

ages, the clustering procedure identifies 19,546 individual

landmarks used to initialize the subsequent reconstruction

procedure and thereby reduces the number of seeds by 3

orders of magnitude.

Densification Next, we densify the initially sparse scene

graph for improved reconstruction robustness and com-

pleteness. In the spirit of Schönberger et al. [21], we lever-

age the spatially verified image pairs and their visual word

matches along with an affine model to serve as hypothe-

ses for subsequent exhaustive feature matching and epipolar

verification. From this exhaustive verification, we not only

obtain a higher number of feature correspondences but we

also determine additional image pairs to densify the scene

graph. More importantly, beyond the benefit of additional

image pairs, the significantly increased number of feature

correspondences is essential for establishing feature tracks

from day to night images through dusk and dawn. Only

through these transitive connections, we are able to reliably

register day and night images into a single 3D model.

Structure-from-Motion The densified scene graph is the

input to the subsequent incremental SfM algorithm, which

treats each edge in the graph as a putative image pair for

reconstruction and attempts to reconstruct every connected

component within a cluster. Connected components with

less than 20 registered images are discarded for the pur-

poses of day/night modeling as they typically lack a suf-

ficient number of transition images during dusk and dawn.

Extension To boost registration completeness, a final ex-

tension step issues further queries for all registered im-

ages in each reconstructed connected component. If new

images are found and spatially verified, we again perform

scene graph densification and use SfM to register the new

views into the previously reconstructed models. While sig-

nificantly increasing the size of the reconstructed models,

the extension process also improves the performance of the

day/night modeling step. Typically, the initial set of images

obtained in clustering often only contains images from one

modality, i.e., either day or night, even though our large-

scale image database contains images of both modalities

for almost all landmarks. The iterative extension overcomes

this problem by incrementally growing the model from day

to night or vice versa through transition images during dusk

and dawn (see Figure 2 for an example).

5. Day/Night Clustering

After the exhaustive 3D reconstruction stage of all land-

marks in the database, we proceed with clustering the im-

ages inside each of the 3D models into two groups: day-

and nighttime. For crowd-sourced data, the clustering can-

not simply rely on embedded EXIF time stamps. In our ex-

periments, the majority of images either have no time stamp

information at all or the information is clearly corrupt. We

speculate that most images are taken on vacation and peo-

ple do not adjust the time zone in their cameras. For most

landmarks with many registered images, day- and nighttime

images are registered into the same model as a result of the

extension step (see Section 4). It is well known that stan-

dard feature (keypoint) detectors [25] suffer under illumi-

nation sensitivity, i.e., the reliability of keypoint detectors

degrades significantly when the images originate from out-

door scenes during different times of the day or generally

different illumination conditions. In this case, the detec-

tors commonly produce keypoints at different locations for

day and night lighting conditions [25]. This even holds true

when the images are taken from the same viewpoint. Our

key insight is to exploit this behavior in order to split the

images inside a SfM model into two groups. Our clustering

is based on the number of commonly observed 3D points

for each pair of images with similar viewpoints. This en-

ables us to identify day and night images registered within

a model. For efficient grouping, we leverage a bipartite vis-

ibility graph [13], as explained in the following sections.

5.1. Min­cut on Bipartite Visibility Graph

A 3D model produced by SfM can be interpreted as a

bipartite visibility graph G = (I ∪ P, E) [13], where the

images i ∈ I and the points p ∈ P are the vertices of the

graph. The edges of the graph are then defined by the visi-

bility relations between cameras and points, i.e., if a point p
is visible in an image i, then there exists an edge (i, p) ∈ E .

We define the set of points observed by an image i as:

P(i) = {p ∈ P | (i, p) ∈ E}. (1)

Our day/night clustering separates the vertices of the

graph (the cameras and points) into two groups: one cor-

responding to day cameras and points and the second for

the night cameras and points. More formally, we define two
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Figure 4. Colosseum, Rome. Two feature tracks containing both day and night images/features. Each row depicts two images labeled as day

and night, respectively, followed by a subset of feature patches depicted in two rows, one for day and one for night features, respectively.

Intensity normalized patches, grayscale versions used for SIFT description, are shown to the right of the respective color patches. Notice

the variation in lighting conditions for day and night, expressed as a significant color difference of patches. Best viewed in color.

label vectors representing the group assignment. Vector αi

for the images and vector αp for the points:

αi = {αi ∈ {0, 1} | i ∈ I},

αp = {αp ∈ {0, 1} | p ∈ P}, (2)

where label variables αi and αp correspond to image i
and point p, and label αi, αp = 0 denotes day and label

αi, αp = 1 night. We formulate the problem of separating

day from night images as an energy optimization. We pro-

pose the following energy function E over the graph G that

measures the quality of the labeling αi, αp:

E(αi,αp,G) =
∑

i∈I

Ui(αi) +
∑

(i,p)∈E

Pi,p(αi, αp). (3)

The term Pi,p(αi, αp) describes the pairwise potentials as-

sociated with the edges enforcing a smooth labeling of the

cameras and points with respect to their mutually observed

scene information. A standard Potts model is used for the

pairwise potentials, that is Pi,p(αi, αp) = 0 for αi = αp

and Pi,p(αi, αp) = 1 otherwise. The 3D points incur no

unary cost for being assigned either label. The unary cost

Ui(αi) for images is based on the day/night illumination

model discussed below. The clustering of all images and

points in a model is achieved by minimizing the objective

αi,αp = argmin
αi,αp

E(αi,αp,G) (4)

using the min-cut/max-flow algorithm of Boykov et al. [3].

Figure 4 shows examples of 3D point tracks that contain

both day and night labels.

5.2. Day/Night Illumination Model

We use a day/night illumination model to estimate the

likelihood of an image being taken during day or night re-

spectively. As a feature for the prediction, a spatial color

histogram in the opponent color space [9]

I = (R+G+B)/3,

O1 = (R+G− 2B)/4 + 0.5,

O2 = (R− 2G+B)/4 + 0.5, (5)

x1

x2

y1

y2

x1

x2

y1

y2

Figure 5. Colosseum, Rome. Examples of image color histogram

description area. Coordinates of features reconstructed as 3D

points define the bounding boxes used to compute three his-

tograms. Using the 3D model information, we successfully seg-

ment out confusing background and are able to focus the descrip-

tion on the three important parts: sky, upper and lower part of the

reconstructed landmark.

is used. To reduce the influence of occlusions and back-

ground clutter, a three-band spatial histogram is computed

over a region of the image directly related to the recon-

structed object, as depicted in Figure 5. The bottom two

stripes of the histogram equally split the bounding box of

feature points that have been reconstructed as 3D points in

the model. The top band covers the sky area above the land-

mark, up to the top edge of the image.

The color is uniformly quantized and each spatial band

of the histogram is separately normalized by the number of

pixels per region. The final illumination descriptor is ob-

tained by concatenating the color histograms for the three

spatial bands. In our experiments, we use n = 4 bins per

color channel resulting in an image descriptor of dimension-

ality D = 3n3 = 192.

To classify the illumination descriptors into daytime and

nighttime, a linear SVM [2] is trained on ground-truth la-

beled images of our largest model (Colosseum, Rome). The

same trained SVM is used to compute the unary terms for

each image i in all reconstructed models:

Ui(αi) =

{

0 if αi = SVMp(i),
c·SVMs(i)· |P(i)| otherwise,

(6)

where SVMp(i) and SVMs(i) denote the SVM’s label pre-

diction and the absolute value of the prediction score of im-
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age i, respectively. The confidence constant c of the trained

SVM has higher confidence for higher values c > 0 and in

our experiments we set c = 1. The cardinality of the set of

observed points P(i) is equal to the number of edges that

connect image i to 3D points in the visibility graph.

The label of image i is decided based on the labels of

its observed points (pairwise term) and by the confidence

of the linear SVM prediction (unary term). In order for

this process to be fair for all images, we multiply the SVM

score by the number of observed points |P(i)| for the final

unary term. This number defines the percentage of observed

points that should have different labels to change the SVM

prediction for the image.

6. Day/Night Modeling

After obtaining the image clustering, we first aim to re-

construct the separate models and then combine them into

a joint model to produce consistent geometry and texture

within each modality, as detailed in this section. Typically,

there is an uneven distribution of day and night images,

causing one of the modalities to have lower scene coverage.

In addition, the different illumination conditions during day

and night allow for reconstruction of details that are clearly

visible during the day but not at night and vice versa. For

example, many landmarks are lit during the night and a re-

construction of fine details is oftentimes possible for night

images while during the day those structures are hidden in

shadows. Hence, in the second step, we fuse the geome-

try of the two models in order to obtain better completeness

in terms of scene coverage and reconstruction of fine de-

tails. To obtain consistent color for the fused model, we re-

color the structure of the respective other modality through

repainting of visible structure and inpainting of structures

not covered by images. The following sections describe our

proposed approach in detail.

6.1. Dense Reconstruction

For dense reconstruction, we first separate the sparse

model into its day and night modalities based on the la-

bels αi and αp. For most models, there are enough im-

ages during day and night to allow for dense reconstruction

in both modalities. We split the graph G into two disjoint

sub-graphs: Gd for the day modality, and Gn for the night

modality. We separate the tracks of points that are visible

in both day and night images. The two graphs serve as the

input to the dense reconstruction system by Furukawa and

Ponce [7, 8]. Separate reconstruction of day and night im-

ages removes many of the disturbing artifacts present when

using all images in a model (see Figure 6). To mitigate re-

construction artifacts caused by sky regions, we create seg-

mentation masks using an improved version of the approach

proposed by Ji et al. [11]. In distinction to their approach,

we leverage the sparse point cloud as an additional clue for

Standard Dense

Night-only Dense

Day-only Dense

Day-Night Fused

Night-Day Fused

Figure 6. Moulin Rouge, Paris. Standard dense modeling using

day and night images creates disturbing artifacts, while a separate

modeling for day and night images produces consistent geometry

and coloring. Fusion and recoloring improves completeness, ap-

pearance, and accuracy.

deciding whether parts of the image belong to the sky or

not. The outputs of this step are separate models for day

and night. In the next section, we describe an approach that

fuses the two models and leverages the benefits of the re-

spective other modality for increased model completeness

and detail reconstruction.

6.2. Fusion

Typically, the scene coverage of day and night models

are very different due to a multitude of reasons. First, parts

of the scene may not be covered by any images in one of the

modalities, e.g., caused by occlusion or lack of images. In

addition, we found that for some scenes, parts of the recon-

struction are not covered by images at all during the night

due to restricted access in those areas, e.g., the inside of

the Colosseum. A second reason for different scene cover-

age is the different illumination conditions causing dynamic
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range issues for the cameras that often prevent reliable re-

construction of scene parts, even though they are theoret-

ically visible. Especially for night images, parts are often

under-illuminated or lack any illumination at all. There is a

similar issue for day images as well, e.g., shadows caused

by intense sunlight often prevent reconstruction of structure.

One such case is depicted in Figure 6. Using the default pa-

rameters, the dense reconstruction method by Furukawa and

Ponce [8] is very conservative in terms of creating dense

points, i.e., 3D structure only appears in high confidence ar-

eas. Therefore, geometric fusion of the two models enables

the use of structure that is more accurately reconstructed

from day or night images. As a first step, we perform align-

ment of the two models into the same reference frame using

the correspondences from points that appear both in night

and day images. However, such fused models contain both

day and night points and thus suffer from inconsistent col-

oring. In the following paragraphs, we describe a joint re-

painting and inpainting procedure to color the fused day

points in the night model and vice versa (see Figure 7). For

simplicity, we explain the procedure for the case of color-

ing the fused point cloud using the night images, but the

approach is analogous in the opposite direction.

Repainting As explained in the previous paragraph, many

dense points are reconstructed in day but not in night mod-

els, even though they are covered by night images. We

project these points into all night images and determine their

color as the median of all projections. For occlusion han-

dling, we enforce depth consistency with the sparse point

cloud. The depth of the dense points must be within the

10th and 90th percentile of the depth range of the observed

sparse points of an image. While this cannot account for

fine-grained occlusions, in our experiments, the extracted

colors are not affected by occluded observations due to the

robust averaging of colors.

Inpainting For those points that are not visible in any night

image, we propose a novel inpainting method. The method

learns the appearance mapping between known correspond-

ing day and night patches to predict the color of unseen

points. To establish dense correspondence between day and

night patches, we first project all points into day and night

images. Any point that projects both into day and night im-

ages defines a correspondence that we use to infer the ap-

pearance of a day point during the night. Each of the corre-

spondences usually projects into multiple day and night im-

ages. An average color histogram is extracted from a 5× 5
patch around the projected image location, for each corre-

spondence between day and night images. While we tried

to incorporate shape information as descriptors, we found

color histograms to be sufficiently distinctive features and

best performing for the task of inpainting. Using these his-

tograms as input, we train a nearest-neighbor regressor to

map from day patches to night patches. To inpaint the color

Blending

Repainted Inpainted + Blended

Inpainting

Night Image

Figure 7. Pantheon, Rome. Example of repainting, inpainting, and

blending for building facade that is not present in the original night

reconstruction.

of points that only project to day images, we extract the av-

erage day color histogram for that point and use our trained

regressor to predict its most likely appearance during the

night. This inpainting method enables us to obtain a model

during the night that is as complete as during the day. In

all our experiments, we use N = 20 nearest neighbors for

the regression and D = 96 dimensional histograms for the

appearance descriptor.

Blending Even though we are using a robust average in the

repainting step, low-coverage points sometimes suffer from

abrupt changes in appearance in 3D space whenever the

field of view of one image ends. To counteract this artifact,

we propose to blend these points by predicting their appear-

ance using the same mapping as in the inpainting step. We

improve the color of any point with a track length t < tmin.

The originally repainted color is then blended with the in-

painted color based on the track length of the point. The

blended color of a point is calculated as

cbl =
tmin − t

tmin

· cinp +
t

tmin

· crep, (7)

where cinp and crep denote the inpainted and repainted col-

ors, respectively. In all experiments we set tmin = 10.

7. Results

After describing our novel approach for day/night mod-

eling, we now evaluate our method on the entire 7.4M im-

age database and present results for a variety of scenes.

Our experiments demonstrate that the proposed algorithm

robustly generalizes to different illumination conditions.

Reconstruction The iterative reconstruction process for the

database of 7.4 million images converges in 3 iterations for

all clusters in the database and takes around one week on

a single desktop machine. We produce day and nighttime

models for any reconstructed cluster that has a sufficient

number of registered images, i.e., at least 30 day and 30

night images. We find 1,474 such models out of the ini-

tial set of 19,546 clusters used to seed the reconstruction

pipeline. These models have 239,717 unique, registered im-

ages contained in 845 disjoint landmarks. The average ratio

of day to nighttime images in the reconstructions is 9:1.

Clustering To evaluate our clustering approach, we hand-

labeled 13,931 images of 6 different landmarks present in

the dataset using the two classes of labels “day” and “night”

(see Table 1). For the sake of comparison, we also introduce

a baseline method for image clustering into day- and night-

time images using k-means clustering with two clusters on
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Figure 8. Example of reconstructions produced by our method for St. Peter’s Basilica in Vatican, Colosseum in Rome, Astronomical Clock

in Prague, Altare della Patria in Rome, and Pantheon in Rome.

the HSV color histograms of the images. Our clustering

approach achieves almost perfect classification for the day

and night images. Even in the challenging case with only

few night images. We outperform k-means on all landmarks

and, most importantly, we can classify night images very ac-

curately, which is crucial for avoiding artifacts in day/night

modeling. This is even more notable considering that night

images are significantly outnumbered in most of the models.

Geometric Fusion Figure 8 impressively demonstrates the

improved completeness and accuracy of night models by

the geometric fusion. In addition, Figure 6 also depicts an

example of the opposite direction, where the structure of

day model is improved through the night model. We en-

courage the readers to view the supplementary material for

additional impressions and videos.

Color Fusion Figure 7 demonstrates the proposed repaint-

ing, inpainting, and blending method applied to a building

facade in a low-coverage part of the Pantheon reconstruc-

tion. The structure is not reconstructed in the original night

model (Figure 8). Hence, the entire structure consists of re-

painted points from the day reconstruction. In addition, our

method effectively inpaints structure that is not visible in

any night images and removes artifacts through blending.

Ours Baseline

Landmark # D # N TP FP TP FP

Spanish Steps 1030 92 98.91 3.26 93.48 14.13

Moulin Rouge 880 754 87.00 0.93 85.81 1.33

Castel St’Angelo 1400 129 99.22 6.20 93.02 6.98

Astronomical Clock 2243 1375 97.89 5.60 80.15 2.98

Altare d. Patria 1993 357 97.76 2.52 92.72 4.20

St. Peter’s Basilica 1980 495 98.99 2.22 87.47 6.46

Table 1. Quantitative evaluation of clustering accuracy for night

images. Ground-truth labels obtained through manual labeling.

8. Conclusions

We introduced a novel algorithm that handles and bene-

fits from the variety of scene illuminations naturally present

in large-scale Internet photo collections. This is in stark

contrast to previous methods that treated multiple illumi-

nations as a nuisance or failure condition. We exploit the

additional information to obtain a more complete and ac-

curate 3D model and to create multi-illumination appear-

ance information for the 3D model. The proposed method

demonstrates that we can leverage the additional informa-

tion provided by the different illuminations to boost model-

ing quality for both geometry and appearance.
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