
 

 

 

Abstract 
 

Camera calibration directly from image sequences of a 

pedestrian without using any calibration object is a really 

challenging task and should be well solved in computer 

vision, especially in visual surveillance. In this paper, we 

propose a novel camera calibration method based on 

recovering the three orthogonal vanishing points (TOVPs), 

just using an image sequence of a pedestrian walking in a 

straight line, without any assumption of scenes or motions, 

e.g., control points with known 3D coordinates, parallel or 

perpendicular lines, non-natural or pre-designed special 

human motions, as often necessary in previous methods. 

The traces of shoes of a pedestrian carry more rich and 

easily detectable metric information than all other body 

parts in the periodic motion of a pedestrian, but such 

information is usually overlooked by previous work. In this 

paper, we employ the images of the toes of the shoes on the 

ground plane to determine the vanishing point 

corresponding to the walking direction, and then utilize 

harmonic conjugate properties in projective geometry to 

recover the vanishing point corresponding to the 

perpendicular direction of the walking direction in the 

horizontal plane and the vanishing point corresponding to 

the vertical direction. After recovering all of the TOVPs, the 

intrinsic and extrinsic parameters of the camera can be 

determined. Experiments on various scenes and viewing 

angles prove the feasibility and accuracy of the proposed 

method.  

 

1. Introduction 

In the field of computer vision, camera calibration is one of 

the most fundamental issues for many applicants including 

3D reconstruction, object recognition, metrology, and 

surveillance. Considerable efforts have been made to 

compute the intrinsic and extrinsic parameters of the camera 

with consideration of speed, accuracy and robustness [8, 10, 

17, 26]. Vanishing point based calibration methods have 

been proved to be suitable for the situation of structured 

scenes. Caprile and Torre [3] proposed a method to calibrate 
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a camera with known aspect ratio and skew from a single 

view of the TOVPs. They demonstrated that the principal 

point of the camera coincides with the orthocenter of the 

triangle with vertices being the TOVPs. Cipolla et al. [4] 

proposed a simple and geometrically intuitive method using 

the TOVPs and one reference point to determine both 

intrinsic and extrinsic parameters, and the method was 

realized with various viewpoints in indoor and outdoor 

architectural scenes when the TOVPs are available. 

Since calibration objects are often absent in surveillance 

scenes and parameters of surveillance cameras may be 

changed over time, using vanishing points extracted from 

image sequences of a pedestrian seems to be an imperfect, 

but not-that-bad choice for camera calibration, though the 

extracted vanishing points are not always as accurate as 

those in structured scenes like buildings with sufficient and 

strong rigidity constraints of parallelism and orthogonality. 

Lv et al. [16] recovered the vertical vanishing point and the 

horizon line by detecting leg-crossings of a walking human. 

In order to determine the two orthogonal vanishing points 

in the horizontal plane, they need to point out two 

orthogonal lines on the ground which must be 

simultaneously taken with the pedestrian. Krahnstoever and 

Mendonca [13] presented a Bayesian method for calibration 

using the foot-to-head homology acquired from the visual 

surveillance of human activity, where the probabilistic 

spatial distribution of the tracks on the horizontal plane is 

required. Junejo and Foroosh [11] used the detected head 

and feet locations to compute two epipoles as two 

orthogonal vanishing points. They assumed that the 

camera’s intrinsic parameters are almost fully known 

except for the focal length. The Total Least Squares method 

was applied to the observation points to estimate the focal 

length. Micusik and Pajdla [18] proposed a method for 

automatic simultaneous camera calibration and the foot-

head homology estimation by observing a person standing 

at various locations in the scene with the same pose, e.g., 

standing to attention and facing the same direction in front 

of the camera. They formulated the calibration of intrinsic 

and extrinsic camera parameters as a Quadratic Eigenvalue 

Problem. Kusakunniran et al. [14] utilized the cross-ratio 

relationship in projective geometry to directly estimate a 

full projection matrix. However, they required observing 

three or more positions of person walking on a ground 

plane, where the three positions are not collinear. It means 
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that the person would walk around in the field of view of 

the camera. It is not difficult to find out that all these 

previous methods require assumption or prior knowledge 

about scenes [16], non-natural or pre-designed special 

motion [14, 18], or only two orthogonal vanishing points 

extracted but not all of the TOVPs [13, 11].  

In this paper, we are motivated to develop a method 

which does not necessitate any assumption of specific 

scenes or motions but just exploits the periodic motion of 

human walking in a straight line. In the absence of favorable 

information in the scenes or pre-designed special motion, 

we recover the TOVPs just from the image sequence of a 

pedestrian walking in a straight line. Indeed, for real 

surveillance scenes, pedestrians often walk only one pass in 

the field of view of the camera, unusually walk around as 

[14, 18]. In many cases, the assumption of walking 

approximate in straight line is not very difficult to be 

satisfied, since the minimal data for our calibration method 

are just continuous three steps, namely, four continuous 

shoe prints on the ground. The main contribution of the 

paper is that we consider the shoe prints as the stable and 

easily detected features in the image sequence of 

pedestrians, and the TOVPs are recovered from these 

features more robustly, and then for camera calibration. To 

the best of our knowledge, this is the first work showing that 

it is possible to calibrate camera through the images of 

shoes of pedestrians. Since the techniques for detecting of 

periodic motion of human [5, 15, 20, 1, 21] and foot pose 

estimation [19, 12] have been well exploited, we are able to 

extract the toes of the shoes on the ground plane efficiently 

from the periodic motion. We are especially interested in 

special case when the two legs are maximally separated as 

shown in Figure 1, since it corresponds to a critical phase 

where the toe-to-toe distance reaches maximum value, and 

usually shoes contact the ground plane. We called such case 

as “lambda-shaped” one. Since the toes of the shoes on the 

ground plane will keep fixed on the ground for a relatively 

long time, they can be detected easily and robustly, with 

comparisons of the head and feet locations as used in [13, 

16, 11, 18]. We divide the set of detected toes into two sets 

related to the left and right toes, respectively. The vanishing 

point corresponding to the walking direction can be detected 

by computing the intersection of the two parallel lines 

formed by the left and right toes. Furthermore, we use the 

harmonic conjugate properties in projective geometry to 

recover the vanishing point corresponding to the 

perpendicular direction of the walking direction in the 

horizontal plane and the vertical vanishing point. After 

recovering all of the TOVPs, the intrinsic and extrinsic 

parameters of the camera can be determined from the 

detected TOVPs.  

 
                                                                  (a)                              (b) 

                          
                                        (c)                                                                      (d) 

Figure 1.  Recover the vanishing point vx corresponding to the walking direction, and the vanishing point vy corresponding to the 

perpendicular direction of the walking direction in the horizontal plane. (a) Extract the toes of the shoes from the pedestrian blobs in the 

lambda-shaped frames when the two legs are maximally separated. Left toes are marked as red, and right toes as green. (b) Use the left and 

right toes respectively to construct two image lines. The vanishing point vx is their intersection. (c) Use harmonic conjugate properties in 

projective geometry to recover the images of the midpoints of adjacent toes, marked as black, and construct lines perpendicular to the 

walking direction on the ground, the vanishing point vy is their intersection. (d) Another method to detect vy: Acquire two other vanishing 

points vl and vr on the horizon line, and construct harmonic conjugate system to determine vy (see Section 4 for details). 
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2. Overview of the proposed method 

When a pedestrian is walking in a straight line, it easily 

ensures the pace of a pedestrian as constant within a short 

period, thus the adjacent toes corresponding to the same 

shoe on the ground plane are equidistant. If we divide the 

detected toes into two sets related to the left and right toes, 

we can acquire two sets of 2D points whose 

correspondences in 3D are equidistant and respectively 

lying on two parallel lines (see Figure 2a). During the 

periodic motion of human walking, the two legs will 

separate to the max distance when the front shoe just 

touches the ground, which will remain almost stationary on 

the ground plane for a relatively long time until the back 

shoe moves forward and replaces it as the front shoe. We 

define this special case when the two legs are maximally 

separated as “lambda-shaped” one, and its corresponding 

frames in the image sequence as lambda-shaped frames. 

Since the toes of the shoes on the ground plane will keep 

fixed on the ground for a relatively long time, they can be 

detected easily and robustly. 

Given an image sequences of a pedestrian walking in a 

straight line, we extract the toes of the shoes from the 

pedestrian blobs in the lambda-shaped frames, as shown in 

Figure 1a (see Section 3 for details). We construct two 

image lines corresponding to the left and right toes on the 

ground plane, respectively, and then the vanishing point 

corresponding to the walking direction, vx can be 

determined as shown in Figure 1b.  

The images of the midpoints of adjacent toes can be 

recovered by constructing harmonic conjugate systems, 

with the help of vx, as shown in Figure 1c and Figure 2a. 

We connect the midpoints and its corresponding toes in the 

other side in order to construct lines perpendicular to the 

direction of the walking direction on the horizontal plane, 

as shown in Figure 2a. Then, the vanishing point vy is 

determined by computing their common intersection, as 

shown in Figure 1c. We also propose another approach to 

detect vy: Firstly connect the left and right toes to get two 

groups of lines, as shown in Figure 2b. Secondly compute 

the common intersections of these lines to acquire two 

novel vanishing points vl and vr on the horizon line. Finally, 

construct harmonic conjugate system to determine vy, as 

shown in Figure 1d (see Section 4 for details).  

The detection of the vertical vanishing point vz is 

illustrated in Section 4.3 (see Figure 6). The detailed 

implementation of calibration algorithm using the 

recovered TOVPs is described in Section 5. 

3. Detect image points of toes on ground plane 

3.1. Extract pedestrians in lambda-shaped frames  

Given an image sequence, a statistical background model 

[8] can help extract the moving foreground objects. Many 

efforts have been made to detect pedestrian [7, 6, 23, 25]. 

For each frame of the sequence, the blob of the pedestrian 

can be fast extracted with a blob tracker if no strong shadow 

exists [10]. We need to first pick out the lambda-shaped 

frames to enable the next step to detect the toe positions 

from the corresponding blobs in these frames.  

We first apply PCA to blob in each of frames. Denote the 

first and second eigenvalue of the covariance matrix at i-th 

frame as ݒሺభሻ and ݒሺమሻ, then we define ݇ =  ሺభሻ, whereݒ/ሺమሻݒ

the superscripts (1) and (2) are used to distinguish the first 

and second eigenvalue. The curve related to ki as shown in 

Figure 3a has the following properties: It reaches peaks in 

lambda-shaped frames and valleys in leg-crossing frames, 

thus pick out the peaks and we can determine the lambda-

shaped frames, as shown in Figure 3a. Due to the tiny 

change of step frequency and noise, the curve may not keep 

to a strictly fixed period and appear unsmooth, we can apply 

quadratic curve fitting around the local peaks to deal with 

 

 
(a) 

 
(b) 

Figure 2. Top view of shoe prints, related to Figure 1. (a) The 

constructing procedures corresponding to Figure 1c. (b) The 

constructing procedures corresponding to Figure 1d.  
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it, as illustrated in Figure 3b. If the included angle between 

the walking direction and the projection of the viewing 

direction on the ground plane is too small, the two legs in 

the blobs will not separate, thus the above procedure cannot 

pick out the lambda-shaped frames exactly but just provides 

some initials for the lambda-shaped frames. We need to 

detect the fixed pixels of the blobs around the initial frames. 

Once the percentage of the fixed pixels has been higher than 

the preset threshold starting from some frames, it means the 

front shoe has been fixed on the ground, and the lambda-

shaped frames are determined.  

3.2. Detect toe positions on pedestrian blobs 

If the colors of the pedestrian’s shoes favorably contrast 

with those of the background, the shoes can be extracted 

perfectly [12].  Nevertheless, a pedestrian in a surveillance 

scene does not necessarily wear particular shoes. Therefore 

we provide a method to detect the front toe position from a 

pedestrian’s blob in the lambda-shaped frame. 

We denote the blob’s center as c and its first eigenvector 

as e, illustrated in Figure 3c. For each pixel in the blob, we 

define the vector from c to the i-th accessed pixel as ti, initial 

toe position f is the pixel that corresponds to the minimal 

dot product of e and t:       

  = argܜ min	ሺ܍ ∙  ሻ (1)ܜ

Note that the minimal dot product is a negative value. In 

case that two or more pixels correspond to the minimal 

scalar product, we choose the one that is most apart from 

the principle axis as the optimal initial toe position. Making 

use of the property that the toes will keep fixed on the 

ground for a relatively long time, we can optimize the initial 

toe position f to acquire the refined toe position on the 

ground plane.  

4. Recover the three orthogonal vanishing 

points 

4.1. Recover the vanishing point corresponding to 

the walking direction 

Denote the left and right toe positions as {ሺሻ}ୀଵ,…, and {ሺೝሻ}ୀଵ,…, , where |M − N| ≤ ͳ, and the superscripts (l) 

and (r) are  used to distinguish the left and right toes, and 

the subscripts i and j run over all left and right toes (see 

Figure 4). Let the lines best fitting these points be ܁ =ሺܟ , ܾሻ  and  ܁ = ሺܟ , ܾሻ, where ܟ + ܾ = Ͳ, and the 

subscript l and r are used to distinguish the lines related to 

the left and right toes. Sl and Sr are easily determined as:  

ሺܟ∗, ܾ∗ሻ = argሺܟ∗,∗ሻmin	 ܟ| + ܾ|ሺܟܟሻଵ/ଶ  

where Σk is the covariance matrix of fk, and the subscript k 

runs over all left toes or right toes. The vanishing point 

corresponding to the walking direction on the horizontal 

plane vx is then detected by computing the intersection of Sl 

and Sr  (see Figure 4).   

4.2. Recover the vanishing point corresponding to 

the perpendicular direction of the walking 

direction on the horizontal plane 

We present two approaches to detect the vanishing point 

vy corresponding to the perpendicular direction of the 

walking direction on the horizontal plane in Step 1 and Step 

2, and combine them into a unique solution in Step 3.  

Step 1: A natural idea to recover vy is to find two or more 

image lines whose corresponding 3D lines are mutually 

parallel and perpendicular to the walking direction, then vy 

can be determined by computing common intersection of 

these image lines. We propose a construction procedure of 

these desired image lines as follows: Denote ܕೖሺሻ  as the 

image point of the midpoint related to ೖሺሻand ೖశభሺሻ  in 3D, 

and similarly denote ܕೖሺೝሻ  related to  ೖሺೝሻ  and ೖశభሺೝሻ  (see 

Figure 4).  

We use the harmonic conjugate properties in the 

projective geometry to compute  ܕೖሺሻ  and ܕೖሺೝሻ . Assume 

that in 3D space, ܯሺሻ is the midpoint of ܨଵሺሻ and ܨଶሺሻ, X is 

the point at infinity in the line determined by ܨଵሺሻܨଶሺሻ. The 

cross ratio [22] of these four points is determined as: 

൫ܨଵሺሻܨଶሺሻ, ሺሻܺ൯ܯ = ሺܨଵሺሻܨଶሺሻܯሺሻሻሺܨଵሺሻܨଶሺሻܺሻ = ሺሻܯଶሺሻܨሺሻܯଵሺሻܨ ∙ ଵሺሻܺܨଶሺሻܺܨ = −ͳ 

  (3) 

As the cross ratio of these four points equals -1, we say that ܨଵሺሻ, ܨଶሺሻ, ܯሺሻ and X make up a harmonic system of points, 

(a)                                        (b)                         (c)  

   

Figure 3. Extract the front toe position of a pedestrian in a lambda-

shaped frame. (a) The plot of ݇ = ሺభሻ. (b) Adopt quadraticݒ/ሺమሻݒ

curve fitting near the local peaks of (a). Pick out the curve peaks

to determine the lambda-shaped frames. (c) A pedestrian’s blob in 

a lambda-shaped frame. c is the center position. e is the first 

eigenvector. For each pixel of the blob, ti is the vector from c to 

the i-th accessed pixel. The initial toe position is the pixel that

corresponds to the minimal dot product of e and t.  
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or ܨଵሺሻ  and ܨଶሺሻ  are harmonic conjugate points relative to ܯሺሻ  and X. According to the property of projection 

transformation that cross ratio is a projective invariant [22], 

the projections of these four points ܨଵሺሻ, ܨଶሺሻ, ܯሺሻ and X in 

the image plane, namely ೖሺሻ, ೖశభሺሻ  ೖሺሻ, and vx, also satisfyܕ ,

the harmonic conjugate relationship: 

 ൫ሺሻାଵሺሻ ௫൯ܞሺሻܕ, = ൫ܨଵሺሻܨଶሺሻ, ሺሻܺ൯ܯ = −ͳ (4) ܕೖሺሻ can be determined by solve (4). Use the exactly same 

properties we can also compute ܕೖሺೝሻ  from the harmonic 

conjugate relationship:  

 ൫ሺሻାଵሺሻ ௫൯ܞሺೝሻܕ, = −ͳ (5) 

Construct parallel lines using image points pairs: ܕೖሺሻ 
and  ೖሺೝሻ, ܕೖሺೝሻ and  ೖశభሺሻ  in sequence, thus we can construct 

totally T such lines (T = M+ N − ʹ). After computing all 

the midpoints, vy can be robustly determined: Re-denote the 

parallel lines we construct as {ሺܘ௧ሺሻ, ௧ሺሻሻ}௧ୀଵ,…,ܘ , and {ሺܘሺሻ , ܘሺೝሻሻ}௧ୀଵ,…, as the associated covariance matrices, 

where the subscript t runs over all parallel lines. Denote qt 

as the midpoint of ܘ௧ሺሻ and ܘ௧ሺೝሻ, vy is then detected as: 

௬ܞ = argܞ minۈۉ
௧ሺሻܘ௧ܟหۇ + ܾ௧หቀܟ௧ܘሺሻܟ௧ቁ +

หܟ௧ܘ௧ሺሻ + ܾ௧หቀܟ௧ܘሺೝሻܟ௧ቁۋی
்ۊ

௧ୀଵ  

  (6) 

where (ܟ௧ , ܾ௧) is the line determined by qt and v. 

Step 2: vy can be recovered in another way which 

constructs harmonic conjugate system by vanishing points 

directly. As illustrated in Figure 5a, we can acquire a group 

of parallel lines by connecting ೖሺሻ  with ೖశభሺೝሻ  in sequence, 

and another group of parallel lines by connecting  ೖሺೝሻ and ೖశభሺሻ .  Denote the common intersection of the first group of 

lines as vl, and the common intersection of the second group 

of lines as vr. These two intersections are both vanishing 

points collinear with vx and vy on the horizon line. We can 

also construct harmonic conjugate system to detect vy as: 

 ൫ܞ , ܞ , ,௫ܞ ௬൯ܞ = −ͳ (7) 

The reason is as follows: As shown in Figure 5b, X is the 

point at infinity in the direction of walking, Y is the point at 

infinity in the direction perpendicular to the direction of 

walking, L and R are the points at infinity respectively 

corresponding to the direction of the lines connecting the 

left and right toes in the specific way we described above 

(see Figure 2b), O can be any point not at infinity. Denote 

four lines ݈ = ,ܣܱ ݎ = ,ܤܱ ݔ = ܱܺ, ݕ = ܱܻ, then the cross 

ratio of these four lines equals the cross ratio of the four 

points  [22], i.e.: 

 ሺܴܮ, ܻܺሻ = ሺ݈ݎ,  ሻ (8)ݕݔ

Due to the symmetry of left and right toes during the 

periodic motion of straight walking: x is the internal angular 

bisector of ∠LOR , y is the external angular bisector of ∠LOR , namely, Ƚ = Ⱦ, θ = φ	(see Figure 5b). Thus we can 

compute the cross ratio of the four lines as well as that of 

the four points:  

ሺܴܮ, ܻܺሻ = ሺ݈ݎ, ሻݕݔ = sinሺ݈, ,ݎሻsinሺݔ ሻݔ ∙ sinሺݎ, ,ሻsinሺ݈ݕ =									 ሻݕ sinሺ−ȽሻsinሺȾሻ ∙ sinሺ−θሻsinሺ−φሻ = −ͳ 

According to the property of projection transformation that 

cross ratio is a projective invariant, the correspondences of 

the four points L, R, X, Y in the image plane, namely vl, vr, 

vx, vy, also satisfy the harmonic conjugate relationship: 

 ൫ܞ , ܞ , ,௫ܞ ௬൯ܞ = ሺܴܮ, ܻܺሻ = −ͳ (10) 

Since ܞ , ܞ , ௫ܞ  have been determined, by solving equation 

(10), we can obtain vy . 

Step 3: Denote vy acquired in step 1 and step 2 as ܞሺభሻ and ܞሺమሻ , respectively. We combine both results to uniquely 

determine vy in the balance of different situations. If the 

viewpoint’s height is similar to the pedestrin’s height, the 

two lines fitting the left toes and right toes are close to 

overlap, we tend to prefer ܞሺమሻ instead of ܞሺభሻ because in the 

first approach, the extremely short distance between a 

 

 
Figure 4. The first approach to recover the vanishing point vy

corresponding to the perpendicular direction of the walking

direction on the horizontal plane. Use the harmonic conjugate

property to compute the images of the midpoints  ܕೖሺሻ and ܕೖሺೝሻ
of adjacent toes, then construct lines connecting the midpoints

and the corresponding toes of the other shoe, vy is detected by

computing their common intersection. 
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midpoint on one side and the toe on the other side makes 

the construction of parallel lines difficult to implement. If 

the viewing direction is nearly parallel with the walking 

direction, ܞሺభሻ  is more reliable than ܞሺమሻ , as in the second 

approach, the lines connecting the left and right toes do not 

always intersect at a point in the horizon line due to noise 

and outliers. Except for these two extreme conditions, we 

utilize both ܞሺభሻ  and ܞሺమሻ  to determine vy, and employ a 

parameter to reasonably balance their weights. 

4.3. Recover the vertical vanishing point 

We recover the vanishing point vz corresponding to the 

vertical direction by constructing W vertical poles and 

compute their common intersection (W = M+N − ͳ). As 

shown in Figure 6a, the top of a pole is the head position in 

a lambda-shaped frame, which is the tangent point on the 

common tangent line to all the lambda-shaped blobs, and 

the tangent line should pass through vx. The corresponding 

bottom is the midpoint of the two toes in a lambda-shaped 

frame, which can also be acquired by using the harmonic 

conjugate property. Denote the image point of midpoint 

related to ೖሺሻ and ೖሺೝሻ in 3D as ܖೖሺሻ, and the image point of 

midpoint related to  ೖሺೝሻ and ೖశభሺሻ  in 3D as ܖೖሺೝሻ, as shown in 

Figure 6b. By utilizing the harmonic conjugate properties, 

and vl and vr being available, we can compute ܖೖሺሻ and ܖೖሺೝሻ 
as: 

 ൫	ሺሻሺሻ, ൯ܞሺሻܖ = ൫	ሺሻାଵሺሻ , ൯ܞሺሻܖ = −ͳ (11) 

By computing the common intersection of these vertical 

poles, the vanishing point vz is detected with the similar 

approach to detect vy as illustrated in (6). 

5. Calibration algorithm 

5.1. Calibration with the recovered TOVPs 

If a camera with zero skew and unit aspect ratio, i.e., a three-

parameter camera model, the camera parameters left for us 

to determine are the focal length f, the principal point ሺݑ,  .ሻ, the rotation matrix R and the translation vector Tݒ

Now we have obtained the TOVPs as shown in previous 

sections. The calibration algorithm goes as the following 

steps: 

Determine the intrinsic matrix: For triangle vxvyvz, its 

orthocenter coincides with the principal point ܘ =

(a)   

 
                                                   (b) 

Figure 5. The second approach to recover the vanishing point vy

corresponding to the perpendicular direction of the walking

direction on the horizontal plane. (a) Connect the adjacent left and 

right toes to acquire two groups of lines, then compute their

common intersections to locate vl and vr, finally construct

harmonic conjugate system to detect vy. (b) Top view of the 

constructed harmonic conjugate system.  

(a) 

 
(b) 

Figure 6. Construct vertical poles to detect the vertical vanishing

point vz. (a) The head positions are the tangent points on the

common tangent line to all of the lambda-shaped blobs, and

marked as pink. The tangent line should pass through vx. The

midpoints of two toes in lambda-shaped frames are computed

using harmonic conjugate property, and marked as blue. (b)

Connect the head positions and corresponding midpoints to

construct vertical poles. vz is detected by computing their common

intersection. 
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ሺݑ,  ,ሻof the image plane. If denote the coordinates of vxݒ
vy and vz as (x1, y1)T, (x2, y2)T and (x3, y3)T, when the origin 

of the coordinate system is located at the principal point, 

then focal length f can be determined by the following 

equations: 

  ቐݔଵݔଶ + ଶݕଵݕ + ݂ଶ = Ͳݔଶݔଷ + ଷݕଶݕ + ݂ଶ = Ͳݔଷݔଵ + ଵݕଷݕ + ݂ଶ = Ͳ (12) 

Detailed proof and explanations for these properties can be 

found in [3]. 

Determine the rotation matrix: From obtained X = (x1, 

y1, f)T, Y = (x2, y2, f)T and Z = (x3, y3, f)T, rotation matrix can 

be easily acquired as:  

܀   = ்܆/normሺ܆ሻ்܇/normሺ܇ሻ்܈/normሺ܈ሻ (13) 

Determine the translation vector: Given a 3D point, 

denote its camera coordinates as ۻେ , and its world 

coordinates as ۻ, they satisfy: 

େۻ  = ۻ܀ +  (14) ܂

For the translation vector T = (TX, TY, TZ)T, TZ is the camera 

height where the origin of the world coordinate system is on 

the horizontal plane. If the height of walking human H is 

given, TZ can be determined by the cross ratio of the four 

points A, B, C, D:  

ܶ = ͳܪ − ሺܥܤ,  ሻܦܣ
where D is the vanishing point vz, B and C are the head and 

bottom positions in lambda-shaped frames, A is the 

intersection of the horizon line lInf (determined by the two 

ground vanishing points vx and vy) and the line passing 

through B, C and D. If we assign a point in the image plane 

as the correspondence of the world coordinate system’s 

origin, TX and TY can be computed by solving the equation 

of perspective projection.  

5.2. Minimal data and robust calibration 

We need at least adjacent two left toes and two right toes 

to construct enough lines and detect all of the TOVPs, thus 

the minimal data for our calibration method are continuous 

three steps, which generate four continuous toe positions of 

the shoe prints on the ground. It is obvious that a minimal 

data with such short path lengths easily satisfies the 

assumption of walking approximate in a straight line, 

namely, a little change of walking direction is not so serious. 

Additionally, if provided more data, we can complete even 

more accurate and robust calibration against noise and 

outliers, by dividing the extracted toes into groups of four, 

namely, groups of minimal data. From each group and its 

corresponding head position, we can detect a set of TOVPs 

and then compute camera parameters. For the intrinsic 

parameter sets as { ݂, ܘ }సభ,...,ి , where fi andܘ =ሺݑ, ,  ,ሻ are the focal length and principle pointݒ

determined by the i-th group, we can adopt RANSAC to 

eliminate unreasonable sets first and then determine the 

ultimate parameters by majority voting or least square 

methods.  

5.3. Degenerate case 

The degenerate case is that two lines determined by the 

left and right toes become almost coincided. In this case, vz 

and vx are still available, with vy undetermined. Under 

assumption that the principle point ܘ = ሺݑ,  ሻcoincidesݒ

with the center of the image plane, we can solve the third 

equation in (12) and obtain focal length f. Substituting f into 

the first two equations in (12), we can estimate the 

vanishing point vy. R and T can be determined with the 

similar procedure as described in Section 5.1. 

6. Experiments 

In order to verify the proposed method, we use both 

sequences recorded by ourselves and downloaded from 

EPFL data set [2, 9]. We recorded sequences of pedestrians 

in various scenes from different heights and viewing angles. 

The sequences were recorded with Cannon LEGRIA 

HFS21 and have a resolution of ͳͻʹͲ × ͳͲͺͲ . Some 

images taken in two different sequences Seq. #1 and Seq. 

#2 are shown in Figure 7. Seq. #1 was shot downwards from 

a balcony on the second floor of a building (see Figure 7ab), 

Seq. #2 was shot from the top corner of a corridor (see 

Figure 7cd), which are typical sequences of surveillance 

scenes shot at close or medium range. The detected left toes, 

right toes and head positions have been marked with 

different colors in these images.  

For each sequence, we also record a sequence of a 

checkerboard in different positions and orientations. The 

calibration results obtained from the method of [26] are 

used as the ground truths. The comparisons between the 

ground truths and the intrinsic parameters estimated by the 

proposed method are presented in Table 1. 

 

Seq. # f                u0               v0 

1 Ground truth [26] 

Ours 

5324.54    1011.57     521.29 

4433.11    1012.83     470.45 

2 Ground truth [26] 

Ours 

2229.51      996.65     270.06 

2107.92    1165.38     329.04 
 

Table 1. The comparisons of calibration results obtained from 

[26] and the proposed method 

(15)
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From Table 1, we may find that the calibration results of 

the proposed method are not so far from the ground truths. 

It is satisfying as expected and shows that camera 

calibration through the shoes of pedestrians is feasible. 

Most of the previous pedestrian based calibration methods 

are suitable for sequences took at medium or long ranges, 

but may not work or fail when dealing with sequences took 

at close ranges. In the two typical surveillance scenes as 

shown in Figure 7, where a pedestrian may well walk in a 

straight line for one pass in only a few steps and then goes 

out of sight, the proposed method may be the only solution 

so far.  

We also use the multi-camera pedestrian sequences 

downloaded from EPFL data set [2, 9] to verify the 

proposed method. The available sequences have an original 

resolution of ʹͲ × ͷ. As shown in Figure 8, Seq. #3 was 

shot outside a building on a terrace, which is also a common 

surveillance scene. The ground truths provided by EPFL 

data set [2, 9] are obtained from the Tsai model [24]. 

Comparisons between the ground truths obtained from [24] 

and the intrinsic parameters estimated by the proposed 

method are presented in Table 2. 

 

Seq. # f               u0               v0 

3 Ground truth [24] 

Ours 

856.36      355.51       241.21 

740.98      407.43       223.48 
 

Table 2. The comparisons of calibration results obtained from 

[24] and the proposed method 

 

As presented in Table 2, the calibration results of the 

proposed method are basically consistent with the ground 

truths obtained from [24]. Experiments on sequences 

recorded by ourselves and downloaded from EPFL data set 

[2, 9] in different scenes and viewing angles prove the 

feasibility and accuracy of the proposed method, especially 

for sequences shot in common surveillance scenes at close 

or medium ranges.  

7. Conclusions 

In some typical surveillance scenes, such as subway 

stations, supermarkets, hospitals, hotels and etc., a majority 

of surveillance cameras are mounted in some top corners of 

the ceilings and at close or medium ranges from monitored 

persons. We find that in such situations, the shoes of 

pedestrians are very prominent in frames, especially the 

shoe prints, which are easily detectable, and may generate 

very regular pattern or, more precisely, repeatable pattern 

on the ground. As we known, repeatable pattern may be a 

very good choice for camera calibration, e.g., the commonly 

used checkerboard pattern. Therefore, this paper aims at 

employing such repeatable patterns for camera calibration. 

To the best of our knowledge, this is the first work showing 

that it is possible to calibrate camera through the images of 

shoes of pedestrians. By recognizing the “lambda-shaped” 

frames when two legs are maximally separated and left and 

right shoes both contact the ground, we can determine the 

image positions of the toes on the ground plane, as well as 

the corresponding head positions. Then we recover the 

TOVPs by utilizing the harmonic conjugate property to 

mine the metric information implicitly existing among the 

left and right shoe prints. After detecting all of the TOVPs, 

the intrinsic and extrinsic parameters of the camera can be 

determined. The minimal data for calibration in the 

proposed method are just continuous three steps, namely, 

four continuous shoe prints on the ground, thus easily 

ensuring the assumption of walking approximate in straight 

line. The degenerate case when left and right toes become 

almost collinear on the ground plane is also well discussed 

in this paper. Our ongoing work is to utilize traces of shoes 

of pedestrians to calibrate multiple cameras. 

(a)                                           (b) 

(c)                                           (d) 

Figure 7. Some detected lambda-shaped frames in two of our 
sequences used in experiments. (a) and (b) are from Seq. #1, (c) 
and (d) are from Seq. #2. The detected left toes are marked as red,
right toes are marked as green and head positions are marked as
pink. (The personal information has been hidden to comply with
the blind review policy.) 

(a)                                           (b) 

Figure 8. Two detected lambda-shaped frames in Seq. #3 from 
EPFL data set [2, 9]. The detected left toes are marked as red, right 
toes are marked as green and head positions are marked as pink. 
Note that the pedestrian’s height and detected head positions in the
lambda-shaped frames hardly change with the slight rotation of his 
head.  
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