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Abstract

Conventional scanning and multiplexing techniques for

hyperspectral imaging suffer from limited temporal and/or

spatial resolution. To resolve this issue, coding techniques

are becoming increasingly popular in developing snapshot

systems for high-resolution hyperspectral imaging. For

such systems, it is a critical task to accurately restore the 3D

hyperspectral image from its corresponding coded 2D im-

age. In this paper, we propose an effective method for coded

hyperspectral image restoration, which exploits extensive

structure sparsity in the hyperspectral image. Specifically,

we simultaneously explore spectral and spatial correlation

via low-rank regularizations, and formulate the restoration

problem into a variational optimization model, which can

be solved via an iterative numerical algorithm. Experimen-

tal results using both synthetic data and real images show

that the proposed method can significantly outperform the

state-of-the-art methods on several popular coding-based

hyperspectral imaging systems.

1. Introduction

Hyperspectral (HS) imaging captures light from any

scene point over tens and hundreds of bands in the spec-

tral domain. Such detailed spectral distribution information

has given rise to numerous applications [1] , including di-

agnostic medicine [2, 3], remote sensing [4, 5], surveillance

[6, 7], and more.

To capture a full HS image, traditional HS imaging meth-

ods [8, 9, 10, 11, 12] need to scan along either the spatial

or the spectral dimension, and they often sacrifice tempo-

ral resolution due to the limitations of hardware in perceiv-

ing light. To enable hyperspectral acquisition of dynamic

scenes, snapshot approaches [13, 14, 15, 16] are developed

to capture the full 3D spectral cube in a single image, which

multiplex the 3D HS image into a 2D spatial sensor, at the

cost of reducing spatial resolution.

Recently, some coding-based HS imaging approaches

[17, 18, 19, 20, 21, 22] have been proposed to overcome

the tradeoff between temporal and spatial resolution, re-
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Figure 1. Illustration of the low-rank matrices from a HS image.

Each cubic patch is reshaped as a 2D matrix, where each row de-

scribes the spectral distribution of each pixel. This low-rank ma-

trix encodes the correlation across spectra. Besides, a set of sim-

ilar patches for each exemplar patch are grouped into a low-rank

matrix, which accounts for the spatial non-local similarities.

lying on the compressive sampling (CS) theory. All these

imaging approaches are under-determined, and their under-

lying restoration methods exploit the l1-norm based sparsity

of HS images. Since the number of measurements is far less

than that of variables in the desired HS image, the l1-norm

based constraints are still insufficient for accurate hyper-

spectral image restoration. This inspires us to better exploit

the intrinsic properties of a HS image, i.e. the high correla-

tion across spectra [23] and the non-local self-similarity in

space [24].

In this paper, we propose an effective coded HS image

restoration method, by exploiting spectral and spatial corre-

lation via low-rank approximation (Figure 1). Specifically,

to utilize the sparsity across spectra, we reshape each ex-

emplar patch as a 2D matrix, where each row describes

the spectral distribution of each spatial pixel, and use the

spectral low-rank constraint on it. To take into account the

non-local self-similarity in space, we group a set of sim-

ilar patches for each exemplar patch and enforce the spa-

tial non-local low-rank regularization on this set. In addi-

tion, we employ the weighted nuclear norm as a smooth

surrogate function for the low-rank regularization, which

can adaptively adjust the regularization parameters. Later,

these two low-rank regularizations are involved into a uni-
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fied variational optimization model, which can be efficiently

solved via an iterative numerical algorithm. The effective-

ness of our method is demonstrated on several coding-based

HS imaging systems, which outperforms the state-of-the-art

methods designed for these systems on synthetic and real

data.

In summary, our main contributions are that we

1. Present an effective and universal method for coded

HS image restoration, and demonstrate it on several

recent coding-based HS imaging systems;

2. Exploit the intrinsic properties of a HS image—the

high correlation across spectra and spatial non-local

self-similarity—via proper low-rank regularizations;

3. Develop an iterative numerical algorithm to efficiently

solve the proposed model and adaptively adjust the

regularization parameters.

The remainder of this paper is organized as follows. Sec-

tion 2 reviews related works. Low-rank approximation for

universal coded HS image restoration is presented in Sec-

tion 3, while the mathematical representation of several rep-

resentative coding-based imaging systems is shown in Sec-

tion 4. We present extensive experimental results in Section

5 and conclude this work in Section 6.

2. Related Works

In the following, we will review the most relevant studies

on HS imaging system and low-rank approximation.

2.1. Hyperpectral Imaging System

Conventional HS cameras rely on certain scanning tech-

niques. For example, whiskbroom and pushbroom based

[8, 9] acquisition systems scanned the full scene pointwisely

or linewisely. In contrast, rotating and tunable filters based

systems [10, 11] scanned throughout the spectral dimen-

sion. Spatial variant color filters [12] were also used to cap-

ture different spectra at different points. All these methods

suffer from limited temporal resolution.

To enable dynamic scene acquisition, snapshot ap-

proaches are developed to capture the full 3D HS image in

a single image, which multiplex the 3D HS image into a 2D

spatial sensor by sacrificing the spatial resolution. Exam-

ples include computed tomography imaging spectrometer

[13], the 4D imaging spectrometer [14], the snapshot image

mapping spectrometer [15], and the prism-mask system for

multispectral video imaging [16].

Recently, some coding-based snapshot HS imaging ap-

proaches have been proposed to overcome the tradeoff be-

tween temporal and spatial resolution. The coded aperture

snapshot spectral imager (CASSI) employed two dispersers

[17] (or one disperser later in [18]) with a coding aperture

to uniformly encode the optical signals along space by us-

ing CS-based methods. The performance of CASSI could

be improved by using multiple shots with changing coded

masks [19, 20], or dual camera design (DCD) with another

aligned panchromatic camera [21]. Later, a compressive hy-

perspectral imager (SSCSI) [22] was presented to jointly

encode the spatial and spectral dimensions in a single gray

image.

All these coding-based HS imaging systems rely on the

CS theory and the full HS image is restored by employing

the l1-norm based sparsity of the HS image. In contrast,

we investigate more intrinsic properties of a HS image, i.e.

high correlation across spectra and non-local self-similarity

among space, and develop a unified variational framework

for accurate HS image restoration, which jointly exploits

the redundancy across spectra and space via low-rank regu-

larizations.

2.2. Low­Rank Approximation

Low-rank approximation seeks to recover the underly-

ing low-rank matrix from degraded observations, which is

shown to be tractable [25] by solving its convex nuclear

norm relaxation. Cai et al. [26] further developed the singu-

lar value thresholding scheme for fast computation. To im-

prove the flexibility of nuclear norm, Fazel et al. [27] used

the logarithm of the determinant as a smooth approximation

of rank, which is a non-convex surrogate of the rank. Gu et

al. [28] showed that weighted nuclear norm minimization

could effectively improve the restoration results by adap-

tively adjusting the weights for each singular value in the

optimization process. Lu et al. [29] studied the generalized

singular value thresholding to solve the general non-convex

surrogate of rank.

Low-rank approximation has been widely used in image

restoration [23, 30], image alignment [31], transform in-

variant texture modeling [32], background modeling [33],

reflection separation [34] and more. In this work, we will

resort to it for coded HS image restoration.

3. Coded Hyperspectral Image Restoration

In this section, we first explore spectral and spatial cor-

relation, and then show how to incorporate it into HS image

restoration via low-rank regularizations. Finally, an itera-

tive numerical algorithm is developed for solving.

3.1. Spectral and Spatial Correlation

It is well known that large sets of spectra can be properly

represented by low dimensional linear models [35]. This

implies that different spectra of realistic scenes assume rich

redundancy. Due to difference in material distribution, the

degree of correlation varies across different patches of the

HS image. To account for this property, we properly divide

the HS image into cubic patches, as illustrated in Figure 1.

Specifically, let S ∈ R
M×N×B denote the original 3D

HS image, and S ∈ R
MNB be the vectorized form of S , in
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