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Abstract

Research in face perception and emotion theory requires

very large annotated databases of images of facial expres-

sions of emotion. Annotations should include Action Units

(AUs) and their intensities as well as emotion category.

This goal cannot be readily achieved manually. Herein,

we present a novel computer vision algorithm to annotate

a large database of one million images of facial expres-

sions of emotion in the wild (i.e., face images downloaded

from the Internet). First, we show that this newly pro-

posed algorithm can recognize AUs and their intensities re-

liably across databases. To our knowledge, this is the first

published algorithm to achieve highly-accurate results in

the recognition of AUs and their intensities across multi-

ple databases. Our algorithm also runs in real-time (>30

images/second), allowing it to work with large numbers of

images and video sequences. Second, we use WordNet to

download 1,000,000 images of facial expressions with as-

sociated emotion keywords from the Internet. These images

are then automatically annotated with AUs, AU intensities

and emotion categories by our algorithm. The result is a

highly useful database that can be readily queried using se-

mantic descriptions for applications in computer vision, af-

fective computing, social and cognitive psychology and neu-

roscience; e.g., “show me all the images with happy faces”

or “all images with AU 1 at intensity c.”

1. Introduction

Basic research in face perception and emotion theory

cannot be completed without large annotated databases of

images and video sequences of facial expressions of emo-

tion [7]. Some of the most useful and typically needed an-

notations are Action Units (AUs), AU intensities, and emo-

tion categories [8]. While small and medium size databases

can be manually annotated by expert coders over several

months [11, 5], large databases cannot. For example, even if

it were possible to annotate each face image very fast by an

expert coder (say, 20 seconds/image)1, it would take 5,556

hours to code a million images, which translates to 694 (8-

hour) working days or 2.66 years of uninterrupted work.

This complexity can sometimes be managed, e.g., in im-

age segmentation [18] and object categorization [17], be-

cause everyone knows how to do these annotations with

minimal instructions and online tools (e.g., Amazon’s Me-

chanical Turk) can be utilized to recruit large numbers of

people. But AU coding requires specific expertise that takes

months to learn and perfect and, hence, alternative solutions

are needed. This is why recent years have seen a number

of computer vision algorithms that provide fully- or semi-

automatic means of AU annotation [20, 10, 22, 2, 26, 27, 6].

The major problem with existing algorithms is that they

either do not recognize all the necessary AUs for all applica-

tions, do not specify AU intensity, are too computational de-

manding in space and/or time to work with large database,

or are only tested within databases (i.e., even when multiple

databases are used, training and testing is generally done

within each database independently).

The present paper describes a new computer vision al-

gorithm for the recognition of AUs typically seen in most

applications, their intensities, and a large number (23) of

basic and compound emotion categories across databases.

Additionally, images are annotated semantically with 421

emotion keywords. (A list of these semantic labels is in the

Supplementary Materials.)

Crucially, our algorithm is the first to provide reliable

recognition of AUs and their intensities across databases

and runs in real-time (>30 images/second). This allows

us to automatically annotate a large database of a million

facial expressions of emotion images “in the wild” in about

11 hours in a PC with a 2.8 GHz i7 core and 32 Gb of RAM.

The result is a database of facial expressions that can be

readily queried by AU, AU intensity, emotion category, or

1Expert coders typically use video rather than still images. Coding in

stills is generally done by comparing the images of an expressive face with

the neutral face of the same individual.
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Query by

emotion

Number

of images
Retrieved images

Happiness 35,498

Fear 2,462

Query by

Action Units

Number

of images
Retrieved images

AU 4 281,732

AU 6 267,660

Query by

keyword

Number

of images
Retrieved images

Anxiety 708

Disapproval 2,096

Figure 1: The computer vision algorithm described in the present work was used to automatically annotate emotion category

and AU in a million face images in the wild. These images were downloaded using a variety of web search engines by

selecting only images with faces and with associated emotion keywords in WordNet [15]. Shown above are three example

queries. The top example is the results of two queries obtained when retrieving all images that have been identified as happy

and fearful by our algorithm. Also shown is the number of images in our database of images in the wild that were annotated

as either happy or fearful. The next example queries show the results of retrieving all images with AU 4 or 6 present, and

images with the emotive keyword “anxiety” and “disaproval.”

emotion keyword, Figure 1. Such a database will prove in-

valuable for the design of new computer vision algorithms

as well as basic, translational and clinical studies in so-

cial and cognitive psychology, social and cognitive neuro-

science, neuromarketing, and psychiatry, to name but a few.

2. AU and Intensity Recognition

We derive a novel approach for the recognition of AUs.

Our algorithm runs at over 30 images/second and is highly

accurate even across databases. Note that, to date, most al-

gorithms have only achieved good results within databases.

The major contributions of our proposed approach is that it

achieves high recognition accuracies even across databases

and runs in real time. This is what allows us to automati-

cally annotate a million images in the wild. We also catego-

rize facial expressions within one of the twenty-three basic

and compound emotion categories defined in [7]. Catego-

rization of emotion is given by the detected AU pattern of

activation. Not all images belong to one of these 23 cate-

gories. When this is the case, the image is only annotated

with AUs, not emotion category. If an image does not have

any AU active, it is classified as a neutral expression.

2.1. Face space

We start by defining the feature space employed to rep-

resent AUs in face images. Perception of faces, and facial

expressions in particular, by humans is known to involve a

combination of shape and shading analyses [19, 13].

Shape features thought to play a major role in the per-
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Figure 2: (a) Shown here are the normalized face landmarks

ŝij (j = 1, . . . , 66) used by the proposed algorithm. Fifteen

of them correspond to anatomical landmarks (e.g., corners

of the eyes, mouth and brows, tip of the nose, and chin).

The others are pseudo-landmarks defined about the edge of

the eyelids, mouth, brows, lips and jaw line as well as the

midline of the nose going from the tip of the nose to the

horizontal line given by the center of the two eyes. The

number of pseudo-landmarks defining the contour of each

facial component (e.g., brows) is constant. This guarantees

equivalency of landmark position across people. (b) The

Delaunay triangulation used by the algorithm derived in the

present paper. The number of triangles in this configura-

tion is 107. Also shown in the image are the angles of the

vector θa = (θa1, . . . , θaqa)
T

(with qa = 3), which define

the angles of the triangles emanating from the normalized

landmark ŝija.

ception of facial expressions of emotion are second-order

statistics of facial landmarks (i.e., distances and angles be-

tween landmark points) [16]. These are sometimes called

configural features, because they define the configuration

of the face.

Let sij =
(

sTij1, . . . , s
T
ijp

)T
be the vector of landmark

points in the jth sample image (j = 1, . . . , ni) of AU i,
where sijk ∈ R

2 are the 2D image coordinates of the kth

landmark, and ni is the number of sample images with AU i
present. These face landmarks can be readily obtained with

state-of-the-art computer vision algorithms. Specifically,

we combine the algorithms defined in [24, 9] to automat-

ically detect the 66 landmarks shown in Figure 2a. Thus,

sij ∈ R
132.

All training images are then normalized to have the same

inter-eye distance of τ pixels. Specifically, ŝij = c sij ,

where c = τ/‖l− r‖2, l and r are the image coordinates of

the center of the left and right eye, ‖.‖2 defines the 2-norm

of a vector, ŝij =
(

ŝTij1, . . . , ŝ
T
ijp

)T
and we used τ = 300.

The location of the center of each eye can be readily com-

puted as the geometric mid-point between the landmarks

defining the two corners of the eye.

Now, define the shape feature vector of configural fea-

tures as,

xij =
(

dij12, . . . , dijp−1 p,θ
T
1 , . . . ,θ

T
p

)T

, (1)

where dijab = ‖ŝija − ŝijb‖2 are the Euclidean distances

between normalized landmarks, a = 1, . . . , p− 1, b = a+
1, . . . , p, and θa = (θa1, . . . , θaqa)

T
are the angles defined

by each of the Delaunay triangles emanating from the nor-

malized landmark ŝija, with qa the number of Delaunay tri-

angles originating at ŝija and
∑qa

k=1 θak ≤ 360o (the equal-

ity holds for non-boundary landmark points). Specifically,

we use the Delaunay triangulation of the face shown in Fig-

ure 2b. Note that since each triangle in this figure can be

defined by three angles and we have 107 triangles, the total

number of angles in our shape feature vector is 321. More

generally, the shape feature vectors xij ∈ R
p(p−1)/2+3t,

where p is the number of landmarks and t the number of

triangles in the Delaunay triangulation. With p = 66 and

t = 107, we have xij ∈ R
2,466.

Next, we use Gabor filters centered at each of the nor-

malized landmark points ŝijk to model shading changes due

to the local deformation of the skin. When a facial muscle

group deforms the skin of the face locally, the reflectance

properties of the skin change (i.e., the skin’s bidirectional

reflectance distribution function is defined as a function of

the skin’s wrinkles because this changes the way light pene-

trates and travels between the epidermis and the dermis and

may also vary their hemoglobin levels [1]) as well as the

foreshortening of the light source as seen from a point on

the surface of the skin.

Cells in early visual cortex in humans can be modelled

using Gabor filters [4], and there is evidence that face per-

ception uses this Gabor-like modeling to gain invariance to

shading changes such as those seen when expressing emo-

tions [3, 19, 23]. Formally, let

g (ŝijk;λ, α, φ, γ) = exp

(

s21 + γ2s22
2σ2

)

cos
(

2π
s1
λ

+ φ
)

,

(2)

with ŝijk = (ŝijk1, ŝijk2)
T

, s1 = ŝijk1 cosα + ŝijk2 sinα,

s2 = −ŝijk1 sinα + ŝijk2 cosα , λ the wavelength (i.e.,

number of cycles/pixel), α the orientation (i.e., the angle of

the normal vector of the sinusoidal function), φ the phase

(i.e., the offset of the sinusoidal function), γ the (spatial)

aspect ratio, and σ the scale of the filter (i.e., the standard

deviation of the Gaussian window).

We use a Gabor filter bank with o orientations, s spa-

tial scales, and r phases. We set λ = {4, 4
√
2, 4 ×

2, 4(2
√
2), 4(2 × 2)} = {4, 4

√
2, 8, 8

√
2, 16} and γ = 1,

since these values have been shown to be appropriate to

represent facial expressions of emotion [7]. The values of
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o, s and r are learned using cross-validation on the train-

ing set. This means, we use the following set of possible

values α = {4, 6, 8, 10}, σ = {λ/4, λ/2, 3λ/4, λ} and

φ = {0, 1, 2} and use 5-fold cross-validation on the training

set to determine which set of parameters best discriminates

each AU in our face space.

Formally, let Iij be the jth sample image with AU i
present and define

gijk = (g (ŝijk;λ1, α1, φ1, γ) ∗ Iij , . . . , (3)

g (ŝij1;λ5, αo, φr, γ) ∗ Iij)T ,

as the feature vector of Gabor responses at the kth landmark

points, where ∗ defines the convolution of the filter g(.) with

the image Iij , and λk is the kth element of the set λ defined

above; the same applies to αk and φk, but not to γ since this

is always 1.

We can now define the feature vector of the Gabor re-

sponses on all landmark points for the jth sample image

with AU i active as

gij =
(

gT
ij1, . . . ,g

T
ijp

)T
. (4)

These feature vecotros define the shading information of the

local patches around the landmarks of the face and their di-

mensionality is gij ∈ R
5×p×o×s×r.

Finally, putting everything together, we obtained the

following feature vectors defining the shape and shading

changes of AU i in our face space,

zij =
(

xT
ij ,g

T
ij

)T
, j = 1, . . . , ni. (5)

2.2. Classification in face space

Let the training set of AU i be

Di = { (zi1, yi1) , . . . , (zini
, yini

) , (6)

(zini+1, yini+1) , . . . , (zi ni+mi
, yi ni+mi

)},
where yij = 1 for j = 1, . . . , ni, indicating that AU i is

present in the image, yij = 0 for j = ni + 1, . . . , ni +mi,

indicating that AU i is not present in the image, and mi is

the number of sample images that do not have AU i active.

The training set above is also ordered as follows. The set

Di(a) = {(zi1, yi1) , . . . , (zi nia
, yi nia

)} (7)

includes the nia samples with AU i active at intensity a (that

is the lowest intensity of activation of an AU), the set

Di(b) = { (zi nia+1, yi nia+1) , . . . , (8)

(zi nia+nib
, yi nia+nib

)}
are the nib samples with AU i active at intensity b (which is

the second smallest intensity), the set

Di(c) = { (zi nia+nib+1, yi nia+nib+1) , . . . , (9)

(zi nia+nib+nic
, yi nia+nib+nic

)}

are the nic samples with AU i active at intensity c (which is

the next intensity), and the set

Di(d) = { (zi nia+nib+nic+1, yi nia+nib+nic1) , . . . , (10)

(zi nia+nib+nic+nid
, yi nia+nib+nic+nid

)}

are the nid samples with AU i active at intensity d (which is

the highest intensity we have in the databases we used), and

nia + nib + nic + nid = ni.

Recall that an AU can be active at five intensities, which

are labeled a, b, c, d, and e [8]. In the databases we will use

in this paper, there are no examples with intensity e and,

hence, we only consider the four other intensities.

The four training sets defined above are subsets of Di

and are thus represented as different subclasses of the set

of images with AU i active. This observation directly sug-

gests the use of a subclass-based classifier. In particular, we

use Kernel Subclass Discriminant Analysis (KSDA) [25]

to derive our algorithm. The reason we chose KSDA is

because it can uncover complex non-linear classification

boundaries by optimizing the kernel matrix and number

of subclasses, i.e., while other kernel methods use cross-

validation on the training data to find an appropriate ker-

nel mapping, KSDA optimizes a class discriminant cri-

terion that is theoretically known to separate classes op-

timally wrt Bayes. This criterion is formally given by

Qi(ϕi, hi1, hi2) = Qi1(ϕi, hi1, hi2)Qi2(ϕi, hi1, hi2), with

Qi1(ϕi, hi1, hi2) responsible for maximizing homoscedas-

ticity (i.e., since the goal of the kernel map is to find a ker-

nel space F where the data is linearly separable, this means

that the subclasses will need to be linearly separable in F ,

which is the case when the class distributions share the same

variance), and Qi2(ϕi, hi1, hi2) maximizes the distance be-

tween all subclass means (i.e., which is used to find a Bayes

classifier with smaller Bayes error2).

Thus, the first component of the KSDA criterion pre-

sented above is given by,

Qi1(ϕi, hi1, hi2) =
1

hi1hi2

hi1
∑

c=1

hi1+hi2
∑

d=hi1

tr (Σϕi

ic Σ
ϕi

id )

tr
(

Σ
ϕ2

i

ic

)

tr
(

Σ
ϕ2

i

id

) ,

(11)

where Σ
ϕi

il is the subclass covariance matrix (i.e., the co-

variance matrix of the samples in subclass l) in the kernel

space defined by the mapping function ϕi(.) : Re → F ,

hi1 is the number of subclasses representing AU i is present

in the image, hi2 is the number of subclasses representing

2To see this recall that the Bayes classification boundary is given in a

location of feature space where the probabilities of the two Normal distri-

butions are identical (i.e., p(z|N (µ1,Σ1)) = p(z|N (µ2,Σ2)), where

N (µi,Σi) is a Normal distribution with mean µi and covariance ma-

trix Σi. Separating the means of two Normal distributions decreases the

value where this equality holds, i.e., the equality p(x|N (µ1,Σ1)) =
p(x|N (µ2,Σ2)) is given at a probability values lower than before and,

hence, the Bayes error is reduced.
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AU i is not present in the image, and recall e = 3t+ p(p−
1)/2+5×p× o× s× r is the dimensionality of the feature

vectors in the face space defined in Section 2.1.

The second component of the KSDA criterion is,

Qi2(ϕi, hi1, hi2) =

hi1
∑

c=1

hi1+hi2
∑

d=hi1+1

pic pid ‖µϕi

ic − µϕi

id ‖22,

(12)

where pil = nl/ni is the prior of subclass l in class i (i.e.,

the class defining AU i), nl is the number of samples in

subclass l, and µϕi

il is the sample mean of subclass l in class

i in the kernel space defined by the mapping function ϕi(.).
Specifically, we define the mapping functions ϕi(.) using

the Radial Basis Function (RBF) kernel,

k(zij1 , zij2) = exp

(

−‖zij1 − zij2‖22
υi

)

, (13)

where υi is the variance of the RBF, and j1, j2 =
1, . . . , ni +mi. Hence, our KSDA-based classifier is given

by the solution to,

υ∗

i , h
∗

i1, h
∗

i2 = arg max
υi,hi1,hi2

Qi(υi, hi1, hi2). (14)

Solving for (14) yields the model for AU i, Figure 3.

To do this, we first divide the training set Di into five sub-

classes. The first subclass (i.e., l = 1) includes the sample

feature vectors that correspond to the images with AU i ac-

tive at intensity a, that is, the Di(a) defined in (7). The

second subclass (l = 2) includes the sample subset (8).

Similarly, the third and fourth subclass (l = 2, 3) include

the sample subsets (9) and (10), respectively. Finally, the

five subclass (l = 5) includes the sample feature vectors

corresponding to the images with AU i not active, i.e.,

Di(not active) = { (zi ni+1, yi ni+1) , . . . , (15)

(zi ni+mi
, yi ni+mi

)}.
Thus, initially, the number of subclasses to define AU i ac-

tive/inactive is five (i.e., hi1 = 4 and hi2 = 1).

Optimizing (14) may yield additional subclasses. To see

this, note that the derived approach optimizes the parameter

of the kernel map υi as well as the number of subclasses hi1

and hi2. This means that our initial (five) subclasses can be

further subdivided into additional subclasses. For example,

when no kernel parameter υi can map the non-linearly sepa-

rable samples in Di(a) into a space where these are linearly

separable from the other subsets, Di(a) is further divided

into two subsets Di(a) = {Di(a1), Di(a2)}. This division

is simply given by a nearest-neighbor clustering. Formally,

let the sample zi j+1 be the nearest-neighbor to zij , then the

division of Di(a) is readily given by,

Di(a1) = {(zi1, yi1) , . . . ,
(

zi na/2, yi na/2

)

} (16)

Di(a2) = {
(

zi na/2+1, yi na/2+1

)

, . . . , (zi na
, yi na

)}.

Figure 3: In the hypothetical model shown above, the sam-

ple images with AU 4 active are first divided into four sub-

classes, with each subclass including the samples of AU 4

at the same intensity of activation (a–d). Then, the derived

KSDA-based approach uses (14) to further subdivide each

subclass into additional subclasses to find the kernel map-

ping that (intrinsically) maps the data into a kernel space

where the above Normal distributions can be separated lin-

early and are as far apart from each other as possible.

The same applies to Di(b), Di(c), Di(d) and

Di(not active). Thus, optimizing (14) can result in

multiple subclasses to model the samples of each intensity

of activation or non-activation of AU i, e.g., if subclass

one (l = 1) defines the samples in Di(a) and we wish to

divide this into two subclasses (and currently hi1 = 4),

then the first new two subclasses will be used to define the

samples in Di(a), with the fist subclass (l = 1) including

the samples in Di(a1) and the second subclass (l = 2)

those in Di(a2) (and hi1 will now be 5). Subsequent

subclasses will define the samples in Di(b), Di(c), Di(d)
and Di(not active) as defined above. Thus, the order of the

samples as given in Di never changes with subclasses 1
through hi1 defining the sample feature vectors associated

to the images with AU i active and subclasses hi1 + 1
through hi1 + hi2 those representing the images with AU i
not active. This end result is illustrated using a hypothetical

example in Figure 3.

Then, every test image Itest can be readily classified as

follows. First, its feature representation in face space ztest
is computed as described in Section 2.1. Second, this vector

is projected into the kernel space obtained above. Let us call

this z
ϕ
test. To determine if this image has AU i active, we

find the nearest mean,

j∗ = argmin
j

‖zϕi

test−µϕi

ij ‖2, j = 1, . . . , hi1+hi2. (17)
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If j∗ ≤ hi1, then Itest is labeled as having AU i active;

otherwise, it is not.

The classification result in (17) also provides intensity

recognition. If the samples represented by subclass l are a

subset of those in Di(a), then the identified intensity is a.

Similarly, if the samples of subclass l are a subset of those

in Di(b), Di(c) or Di(d), then the intensity of AU i in the

test image Itest is b, c and d, respectively. Of course, if

j∗ > hi1, the images does not have AU i present and there

is no intensity (or, one could say that the intensity is zero).

3. EmotioNet: Annotating a million face im-

ages in the wild

In the section to follow, we will present comparative

quantitative results of the approach defined in Section 2.

These results will show that the proposed algorithm can re-

liably recognize AUs and their intensities across databases.

To our knowledge, this is the first published algorithm

that can reliably recognize AUs and AU intensities across

databases. This fact allows us to now define a fully auto-

matic method to annotate AUs, AU intensities and emotion

categories on a large number of images in “the wild” (i.e.,

images downloaded from the Internet). In this section we

present the approach used to obtain and annotate this large

database of facial expressions.

3.1. Selecting images

We are interested in face images with associated emotive

keywords. To this end, we selected all the words derived

from the word “feeling” in WordNet [15].

WordNet includes synonyms (i.e., words that have the

same or nearly the same meaning), hyponyms (i.e., subor-

dinate nouns or nouns of more specific meaning, which de-

fines a hierarchy of relationships), troponymys (i.e., verbs

of more specific meaning, which defines a hierarchy of

verbs), and entailments (i.e., deductions or implications that

follow logically from or are implied by another meaning –

these define additional relationships between verbs).

We used these noun and verb relationships in WordNet

to identify words of emotive value starting at the root word

“feeling.” This resulted in a list of 457 concepts that were

then used to search for face images in a variety of popular

web search engines, i.e., we used the words in these con-

cepts as search keywords. Note that each concept includes a

list of synonyms, i.e., each concept is defined as a list of one

or more words with a common meaning. Example words in

our set are: affect, emotion, anger, choler, ire, fury, mad-

ness, irritation, frustration, creeps, love, timidity, adoration,

loyalty, etc. A complete list is provided in the Supplemen-

tary Materials.

While we only searched for face images, occasionally

non-face image were obtained. To eliminate these, we

checked for the presence of faces in all downloaded images

with the standard face detector of [21]. If a face was not

detected in an image by this algorithm, the image was elim-

inated. Visual inspection of the remaining images by the au-

thors further identify a few additional images with no faces

in them. These images were also eliminated. We also elim-

inated repeated and highly similar images. The end result

was a dataset of about a million images.

3.2. Image annotation

To successfully automatically annotate AU and AU in-

tensity in our set of a million face images in the wild, we

used the following approach. First, we used three available

databases with manually annotated AUs and AU intensities

to train the classifiers defined in Section 2. These databases

are: the shoulder pain database of [12], the Denver Inten-

sity of Spontaneous Facial Action (DISFA) dataset of [14],

and the database of compound facial expressions of emotion

(CFEE) of [7]. We used these databases because they pro-

vide a large number of samples with accurate annotations of

AUs an AU intensities. Training with these three datasets al-

lows our algorithm to learn to recognize AUs and AU inten-

sities under a large number of image conditions (e.g., each

database includes images at different resolutions, orienta-

tions and lighting conditions). These datasets also include a

variety of samples in both genders and most ethnicities and

races (especially the database of [7]). The resulting trained

system is then used to automatically annotate our one mil-

lion images in the wild.

Images may also belong to one of the 23 basic or com-

pound emotion categories defined in [7]. To produce a facial

expression of one of these emotion categories, a person will

need to activate the unique pattern of AUs listed in Table 1.

Thus, annotating emotion category in an image is as simple

as checking whether one of the unique AU activation pat-

terns listed in each row in Table 1 is present in the image.

For example, if an image has been annotated as having AUs

1, 2, 12 and 25 by our algorithm, we will also annotated it

as expressing the emotion category happily surprised.

The images in our database can thus be searched by AU,

AU intensity, basic and compound emotion category, and

WordNet concept. Six examples are given in Figure 1. The

first two examples in this figure show samples returned by

our system when retrieving images classified as “happy” or

“fearful.” The two examples in the middle of the figure show

sample images obtained when the query is AU 4 or 6. The

final two examples in this figure illustrate the use of key-

word searches using WordNet words, specifically, anxiety

and disapproval.

4. Experimental Results

We provide extensive evaluations of the proposed ap-

proach. Our evaluation of the derived algorithm is divided
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Category AUs Category AUs

Happy 12, 25 Sadly disgusted 4, 10

Sad 4, 15 Fearfully angry 4, 20, 25

Fearful 1, 4, 20, 25 Fearfully surpd. 1, 2, 5, 20, 25

Angry 4, 7, 24 Fearfully disgd. 1, 4, 10, 20, 25

Surprised 1, 2, 25, 26 Angrily surprised 4, 25, 26

Disgusted 9, 10, 17 Disgd. surprised 1, 2, 5, 10

Happily sad 4, 6, 12, 25 Happily fearful 1, 2, 12, 25, 26

Happily surpd. 1, 2, 12, 25 Angrily disgusted 4, 10, 17

Happily disgd. 10, 12, 25 Awed 1, 2, 5, 25

Sadly fearful 1, 4, 15, 25 Appalled 4, 9, 10

Sadly angry 4, 7, 15 Hatred 4, 7, 10

Sadly surprised 1, 4, 25, 26 – –

Table 1: Listed here are the prototypical AUs observed in

each basic and compound emotion category.

into three sets of experiments. First, we present compar-

ative results against the published literature using within-

databases classification. This is needed because, to our

knowledge, only one paper [20] has published results across

databases. Second, we provide results across databases

where we show that our ability to recognize AUs is com-

parable to that seen in within database recognition. And,

third, we use the algorithm derived in this paper to automat-

ically annotate a million facial expressions in the wild.

4.1. Within­database classification

We tested the algorithm derived in Section 2 on three

standard databases: the extended Cohn-Kanade database

(CK+) [11], the Denver Intensity of Spontaneous Facial Ac-

tion (DISFA) dataset [14], and the shoulder pain database of

[12].

In each database, we use 5-fold-cross validation to test

how well the proposed algorithm performs. These databases

include video sequences. Automatic recognition of AUs

is done at each frame of the video sequence and the re-

sults compared with the provided ground-truth. To more

accurately compare our results with state-of-the-art algo-

rithms, we compute the F1 score, defined as, F1 score =
2 Precision×Recall

Precision+Recall
, where Precision (also called positive pre-

dictive value) is the fraction of the automatic annotations of

AU i that are correctly recognized (i.e., number of correct

recognitions of AU i / number of images with detected AU

i), and Recall (also called sensitivity) is the number of cor-

rect recognitions of AU i over the actual number of images

with AU i.
Comparative results on the recognition of AUs in these

three databases are given in Figure 4. This figure shows

comparative results with the following algorithms: the

Hierarchical-Restricted Boltzmann Machine (HRBM) algo-

rithm of [22], the nonrigid registration with Free-Form De-

formations (FFD) algorithm of [10], and the lp-norm algo-

rithm of [26]. Comparative results on the shoulder database

Figure 4: Cross-validation results within each database for

the method derived in this paper and those in the literature.

Results correspond to (a) CK+, (b) DISFA, and (c) shoulder

pain databases. (d) Mean Error of intensity estimation of 16

AUs in three databases using our algorithm.

can be found in the Supplementary Materials. These were

not included in this figure because the papers that report re-

sults on this database did not disclose F1 values. Compara-

tive results based on receiver operating characteristic (ROC)

curves are in the Supplementary Materials.

Next, we tested the accuracy of the proposed algo-

rithm in estimating AU intensity. Here, we use three

databases that include annotations of AU intensity: CK+

[11], DISFA [14], and CFEE [7]. To compute the ac-

curacy of AU intensity estimation, we code the four

levels of AU intensity a-d as 1-4 and use 0 to repre-

sent inactivity of the AU, then compute Mean Error =
n−1

∑n
i=1 |Estimated AU intensity − Actual AU intensity|,

n the number of test images.
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Figure 5: (a). Leave-one-database out experiments. In these

experiments we used three databases (CFEE, DISFA, and

CK+). Two of the databases are used for training, and the

third for testing, The color of each bar indicates the database

that was used for testing. Also shown are the average results

of these three experiments. (b) Average intensity estimation

across databases of the three possible leave-one out experi-

ments.

Additional results (e.g., successful detection rates,

ROCs) as well as additional comparisons to state-of-the-art

methods are provided in the Supplementary Materials.

4.2. Across­database classification

As seen in the previous section, the proposed algorithm

yields results superior to the state-of-the-art. In the present

section, we show that the algorithm defined above can also

recognize AUs accurately across databases. This means that

we train our algorithm using data from several databases

and test it on a separate (independent) database. This is an

extremely challenging task due to the large variability of

filming conditions employed in each database as well as the

high variability in the subject population.

Specifically, we used three of the above-defined

databases – CFEE, DISFA and CK+ – and run a leave-one-

database out test. This means that we use two of these

databases for training and one database for testing. Since

there are three ways of leaving one database out, we test

all three options. We report each of these results and their

average in Figure 5a. Figure 5b shows the average Mean

Error of estimating the AU intensity using this same leave-

one-database out approach.

4.3. EmotioNet database

Finally, we provide an analysis of the used of the derived

algorithm on our database of a million images of facial ex-

pressions described in Section 3. To estimate the accuracy

of these automatic annotations, we proceeded as follows.

First, the probability of correct annotation was obtained by

computing the probability of the feature vector z
ϕ
test to be-

long to subclass j∗ as given by (17). Recall that j∗ specifies

the subclass closest to z
ϕ
test. If this subclass models sam-

ples of AU i active, then the face in Itest is assumed to have

AU i active and the appropriate annotation is made. Now,

note that since this subclass is defined as a Normal distribu-

tion, N (Σij∗ , µij∗), we can also compute the probability

of z
ϕ
test belonging to it, i.e., p (zϕtest|N (Σij∗ , µij∗)). This

allows us to sort the retrieved images as a function of their

probability of being correctly labeled. Then, from this or-

dered set, we randomly selected 3, 000 images in the top 1/3

of the list, 3, 000 in the middle 1/3, and 3, 000 in the bottom

1/3.

Only the top 1/3 are listed as having AU i active,

since these are the only images with a large probability

p (zϕtest|N (Σij∗ , µij∗)). The number of true positives over

the number of true plus false positives was then calculated

in this set, yielding 80.9% in this group. Given the hetero-

geneity of the images in our database, this is considered a

really good result. The other two groups (middle and bot-

tom 1/3) also contain some instances of AU i but recogni-

tion there would only be 74.9% and 67.2%, respectively,

which is clearly indicated by the low probability computed

by our algorithm. These results thus provide a quantitative

measure of reliability for the results retrieved using the sys-

tem summarized in Figure 1.

5. Conclusions

We have presented a novel computer vision algorithm

for the recognition of AUs and AU intensities in images of

faces. Our main contributions are: 1. Our algorithm can re-

liably recognize AUs and AU intensities across databases,

i.e., while other methods defined in the literature only report

recognition accuracies within databases, we demonstrate

that the algorithm derived in this paper can be trained us-

ing several databases to successfully recognize AUs and AU

intensities on an independent database of images not used

to train our classifiers. 2. We use this derived algorithm

to automatically construct and annotate a large database of

images of facial expressions of emotion. Images are anno-

tated with AUs, AU intensities and emotion categories. The

result is a database of a million images that can be read-

ily queried by AU, AU intensity, emotion category and/or

emotive keyword, Figure 1.
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