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Abstract

With the proliferation of wearable cameras, the number
of videos of users documenting their personal lives using
such devices is rapidly increasing. Since such videos may
span hours, there is an important need for mechanisms that
represent the information content in a compact form (i.e.,
shorter videos which are more easily browsable/sharable).
Motivated by these applications, this paper focuses on the
problem of egocentric video summarization. Such videos
are usually continuous with significant camera shake and
other quality issues. Because of these reasons, there is
growing consensus that direct application of standard video
summarization tools to such data yields unsatisfactory per-
formance. In this paper, we demonstrate that using gaze
tracking information (such as fixation and saccade) signif-
icantly helps the summarization task. It allows meaningful
comparison of different image frames and enables deriving
personalized summaries (gaze provides a sense of the cam-
era wearer’s intent). We formulate a summarization model
which captures common-sense properties of a good sum-
mary, and show that it can be solved as a submodular func-
tion maximization with partition matroid constraints, open-
ing the door to a rich body of work from combinatorial opti-
mization. We evaluate our approach on a new gaze-enabled
egocentric video dataset (over 15 hours), which will be a
valuable standalone resource.

1. Introduction

The advent of wearable cameras and the ability to record
visual data from a first person point of view (namely, ego-
centric video) has opened the door to a rich trove of com-
puter vision problems. These range from socio-behavioral
modeling to analyzing recurring patterns in a person’s daily
life. Such a wealth of data poses an interesting scientific
question — how should one compactly summarize contin-
uous video streams acquired over many hours? A mature

body of work on video summarization provides a meaning-
ful starting point, but egocentric videos still pose unique
challenges. We want to support continuous egocentric video
capture, which will result in long segments, only a few sub-
sets of which will actually contain ‘memorable’ or ‘interest-
ing’ content. Further, simple measures of diversity among
frames and low-level appearance or flow cues which are
useful modules of a classical approach to video summariza-
tion may not be informative at all, in fact, even misleading.
For example, strong motion cues and potentially strong dif-
ferences among frames due to background clutter will show
up prominently in a sequence of a long walk back from
campus. The ideal solution would be to compress such re-
dundant periods but also not leave out anomalies or shorter
segments that may be interesting to the camera wearer.

The description above suggests that egocentric video
summarization is an ill-posed problem. Indeed, these
videos may have poor illumination, camera shake, rapidly
changing background, and a spectrum of other confounding
factors. Nonetheless, given that the proliferation of wear-
able image-capture systems will only increase, there is a
need for systems that take a long egocentric video and dis-
till it down to its informative parts. They offer the cam-
era wearer the ability to browse/archive his/her daily activ-
ities (life log), and review (or search) it in the future. The
last two years have seen a number of interesting strategies
for this problem. For instance, [17] observed that canon-
ical viewpoints of objects that are relevant for representa-
tion in a egocentric summary can be identified by mining
large collections of images on the Internet. Very recently,
[31] proposed regularizing the summarization process with
a so-called “storyline narrative”: a coherent (chronological)
set of video subshots. Both approaches have been shown
to work well but need a nominal amount of training data,
which can be very expensive to collect and limited at scale.

Despite the advances described above, the literature on
this problem is still in its developmental phase. Approaches
so far have not attempted to personalize the summary. But,
egocentric video summarization is subjective and its utility

1



· · ·

· · ·

· · ·

Input

Subshot Segmentation
with Gaze

Subshots

Building Subshot
Representation

Extract R-CNN
feature for each

subshot keyframe

Compute co-
variance matrix

for subshots

Aggregate
fixation counts

for each subshot

Data Representation

Constrained Submoudlar
Maximization

Final Summary

1:00PM

2:00PM

3:00PM

4:00PM

5:00PM

Figure 1. Overview of our summarization algorithm: our approach takes an egocentric video with gaze tracking as input (first column),
time windows (last column) as a partition matriod constraint, and produces a compact personalized visual summary: getting lunch, working
in an office, and conversation with a colleague.

depends greatly on its relevance to the camera wearer. The
challenge is that personalization cannot be accomplished
without close involvement of the user. This paper makes the
case that a powerful surrogate to personalization is egocen-
tric gaze. In fact, how the person views the world through
a sequence of gaze measurements conveys a strong sense of
his/her intent and interest. In a recent study [46], eye move-
ments were found to inform visual understanding in differ-
ent but complementary ways. For instance, relative impor-
tance of content in an image correlates to how a person’s
attention was spatially and temporally distributed (the pat-
terns of saccades and fixations). We contend that egocentric
gaze measurements are a key missing ingredient in egocen-
tric video summarization – they serve to make the problem
well posed, enable comparisons across frames (even with
clutter) and provide guidance on which content the user
would like to leave out. It turns out that such gaze mea-
surements are now available as wearable devices, as small
form-factor attachments (e.g. Pupil Labs [16]) and/or can
be predicted in a egocentric sequence via a combination of
saliency and machine learning techniques [25].

In this paper, we address the issue of incorporating
gaze information to efficiently summarize egocentric videos
(Fig. 1 outlines the overview of our algorithm). Our main
contributions are: (i) We make the first attempt to study
the role of gaze in summarizing egocentric videos. To our
knowledge, our results are the first to demonstrate that gaze
gives the means to ‘personalize’ the synopsis of a long ego-
centric sequence which leads to results that are more rel-
evant to the camera wearer — arguably, the primary mea-
sure of a summary’s utility. (ii) On the modeling side, gaze
helps make the problem well-posed. This leads to a prop-
erty that is taken as granted in a standard computer vision

problem but difficult to achieve with summarization objec-
tives – that a better evaluation of the objective function in-
deed corresponds to a more meaningful summary. We for-
mulate a summarization model which captures common-
sense properties of a good summary: relevance, diversity,
fidelity with the full egocentric sequence, and compactness.
The optimization scheme is an adaptation of recent work on
non-monotone submodular maximization with matroid con-
straints and comes with approximation guarantees. (iii) We
introduce a new dataset with 21 egocentric videos. Each
video comes with calibrated gaze information, a summary
annotation from the wearer as well as human experts.

2. Related Work

We first provide a brief review of literature from a few
different lines of work that are related to this paper.
Video Summarization. The problem of video summariza-
tion has been studied from various perspectives [43, 21, 34].
Most methods select a sequence of keyframes [43, 12, 17]
or subshots [31, 14, 13] to form a visual summary of the
most informative parts of a video. Previous summarization
techniques are designed for professionally produced videos
and rely on low-level features [21] and motion cues [43].
Some recent approaches extract scenes of interest by train-
ing a supervised model of important objects [29, 17], atten-
tion models [32], user preferences [2], events [42], multi-
view [8], and user interactions [12, 36, 4]. These meth-
ods are general and usually do not perform well for user-
shot videos or egocentric sequences, and so recent works
[17, 23, 31] have investigated and offered specialized solu-
tions. Other recent works offering various interesting im-
provements an/or directions include [47, 37, 45].
Egocentric Video Analysis. Egocentric vision has attracted



a great deal of interest in the last few years for applica-
tions such as activity detection and recognition [5, 35, 39],
object detection and segmentation [24, 38], temporal seg-
mentation and activity classification [41], and novel event
detection [1]. While several works have discussed poten-
tial uses of such sequences as a daily-log, summarization
strategies have only appeared recently [23, 31]. This paper
complements these developments by introducing gaze mea-
surements as an alternative to direct user supervision.
Gaze in Computer Vision. Attention is an integral part of the
human visual system and has been widely studied [46]. Pre-
vious works have demonstrated the utility of gaze in object
segmentation [33, 44, 25], action recognition [6] and action
localization [40]. Gaze measurements contain importance
cues regarding the most salient objects in the scene [25] and
the intent of the camera-wearer. These cues help the task of
video analysis and can help overcome poor illumination and
background clutter.
Submodular Optimization. Submodular function optimiza-
tion is a well studied topic in theoretical computer science.
It has also been heavily explored, albeit in a specialized
form for labeling (energy minimization) problems in vision.
Maximization of submodular functions has not found many
applications in vision, although it has received much inter-
est recently in machine learning [19, 18, 30, 15, 27, 28].
A small but interesting body of papers has shown how sub-
modular function optimization (either unconstrained or with
knapsack constraints) can be used to model problems like
sensor placement [19, 18], feature selection [30] and docu-
ment summarization [27, 28].

3. Submodular Video Summarization
We now introduce our approach to gaze-enabled video

summarization via submodular maximization. The start-
ing point is to decompose a continuous video record into
subshots which will form the basis for our optimization ap-
proach. We perform gaze-enabled subshot selection and ex-
tract feature representations for each subshot (we discuss
this procedure in detail in our experimental section). Let
the set of all subshots be V = {v1, v2, · · · , vn}. Our objec-
tive is to choose a subset S ⊆ V , denoted as the summary
of V . In the following section, we formulate the video sum-
marization problem as the maximization of a submodular
function subject to some constraints.

As with any summarization task [28], we expect a sum-
mary to be a good representative of the video — informa-
tive but compact. These goals can be achieved by choosing
a subset that maximizes two key properties, namely rele-
vance and diversity, where the relevance term encourages
the inclusion of important events from the larger video (i.e.,
coverage of the sequence), while diversity reduces redun-
dancy in the summary. We define a few concepts and then
give the precise forms of these terms.

Definition 3.1. A set function F is monotone nondecreas-
ing if A ⊆ S , F (A) ≤ F (S).
Definition 3.2. For any A ⊆ S ⊆ V and i ∈ V , i /∈ S .
F (S) is submodular if F (S+i)−F (S) ≤ F (A+i)−F (A).

3.1. Relevance and Diversity Measurement with
Mutual Information

Intuitively, we want to select subshots which are most
informative with respect to the entire video, that is, if
given an ideal summary S , the knowledge of V is max-
imized, compared to any other subset of V . A natural
notion to quantify this is to minimize the conditional en-
tropy function H(V\S|S). Unfortunately, several works
[19] have shown that it can sometimes lead to suboptimal
results. The reason is that conditional entropy is defined
as H(V\S|S) = H(V)−H(S), therefore optimizing such
a function is equivalent to maximizing H(S). So, it only
considers the entropy of the selected subshots, rather than
taking the coverage over the entire video into account.

Instead, we want a criterion that helps identify the subset
of subshots that most significantly reduce the uncertainty
about the remainder of the sequence. Mutual information
offers precisely this behavior. Specifically, we define our
first objective as the mutual information between the sets S
and V\S ,

M(V\S;S) = H(V\S)−H(V\S|S)
= H(V\S) +H(S)−H(V) (1)

The optimal solution S∗ = argmaxSM obtains the maxi-
mum entropy over both the selected sequence S∗ and the
remaining sequence V\S∗, as desired.

Next, we discuss how to compute this score for a sum-
mary S . Let L be the n × n covariance matrix of the set
of subshots V , which we assume are Gaussian random vari-
ables. For S ⊆ V , let LS be the principal submatrix of L
indexed by S. It is well known that the entropy H(S) of the
random variables indexed by S can be computed as

H(S) = 1 + log(2π)

2
|S|+ 1

2
log(det(LS)) (2)

Then maximizing the mutual information is equivalent
to maximizing

M(S) = 1

2
log(det(LV\S)) +

1

2
log(det(LS)) (3)

as |S| + |V\S| = n , and H(V) is constant. Here, the first
term of M measures the information we have for the sub-
shots we do not select, which is equivalent to the relevance
we want to measure.
Relation to Determinantal Point Process. In the limit, it
might seem that the relevance function will encourage cov-
erage of the entire video in the summary because it does not



necessarily preclude inclusion of subshots which are very
similar. If this happens, the summary will contain identical
or very similar (redundant) segments, which are not indica-
tive of a good summary. However, it turns out because of
a special property of our relevance function, inclusion of
such redundant frames will be discouraged in the summary.
Note that the second term of our objective M has the same
functional form as the well-known determinantal point pro-
cesses (DPPs)[20]. Proposed by Kulesza and Taskar [20],
DPPs use the log determinant function to measure the vol-
ume spanned by columns of of a subset S in V . Recent
research has also shown encouraging results on standard
video summarization by extending it in a sequential manner
[13]. It is often used as a means to devise tractable algo-
rithms to measure (and also optimize) diversity in a given
set, because maximizing the determinant automatically en-
courages a bigger volume which in turn implies that the
columns of S are close to orthogonal or uncorrelated which
encourages diversity in the elements of S . As a result, our
objective function M not only measures relevance but also
implicitly encourages diversity in the obtained summary.

3.2. Attention Measurement using Gaze Fixations

For egocentric video, another important source of infor-
mation is the human point of interest in the video. Past re-
search [23, 31, 14] has developed sophisticated strategies
to estimate which regions are important and which frames
convey useful information towards a good summary. How-
ever, if we have access to gaze information, we have an al-
ternative to such complex preprocessing steps. We explore
how the pattern of a subject’s gaze can inform the genera-
tion of meaningful summarizations. Here, for each subshot,
we compute the attention score ci by counting the number
of frames containing fixations. This is similar to the inter-
estingness [14] and importance [23] measure from recent
work, though, our proposal is a more natural measurement
of interest characterizing how much attention this subshot
attracted from the user. We use this to define an additional
term I(S) in the objective as follows.

I(S) =
�

i∈S
ci (4)

3.3. Partition Matroid Constraint

In reality, we want our summary to reflect human pref-
erence in terms of subshot allocation. For instance, users
usually want to allocate more subshots in a summary when
more interesting things happen (e.g., in Disneyland) than
when less interesting ones happen (e.g. in an office). An
ideal summary should respect the compactness while main-
taining a user-preferred distribution, if available.

To achieve this goal, we incorporate a partition matroid
into our model. First, we partition the video into b disjoint

blocks P1,P2, · · · ,Pb. Given the amount of user prefer-
ence in each block, we specify an upper bound on the num-
ber of sub-shots that can be included from that block. Now,
since each block pertains to a subset of subshots, and blocks
are mutually disjoint, such a partitioning can be denoted
as a matroid, M = (V,P) where the set of subshots V
is the ground set, and the blocks are ‘independent’ subsets
of V . We can associate each of the b blocks with an integer,
{f1, · · · , fb} and ask that no more than fi subshots be se-
lected from each block. This requirement can be imposed
by combinatorial structure known as the partition matroid
[9], I = {A : |A ∩ Pm| ≤ fm,m = 1, 2, · · · , b}.

3.4. Full Model

Putting all the above pieces together, we can set up a
simple model for summarization,

max
S

log(det(LV\S)) + log(det(LS)) + λ
�

i∈S
ci

s.t. S ∈ I
(5)

where λ is a positive trade-off coefficient and the feasible
set I corresponds to the partition matroid introduced above.
We denote our full objective function as F (S).

4. Optimization
Our model in (5) captures various desirable properties of

a good summary, but this constrained combinatorial prob-
lem is in general difficult to optimize directly. There are
three pertinent issues: objective function, monotonicity, and
constraints.

First, we analyze our objective function. The mutual
information criteria in (1) is difficult to optimize globally.
Fortunately, as shown in various recent works on submod-
ular optimization [19], M(S) in (3) is submodular. The
other term is a linear sum over positive scalars, hence is also
submodular. Since the sum of two submodular functions is
also submodular, our objective function in (5) is submodu-
lar. Second, when we analyze the monotonicity properties,
we see that the mutual information term makes the objec-
tive non-monotone. While monotone objectives have better
approximation guarantees, non-monotone objectives allow
us to provide a richer model. For instance, with a mono-
tone objective, we see that an upper bound constraint will
always become tight (even if parts of the summary are re-
dundant) because the model incurs no penalty for includ-
ing an additional subshot. In contrast, our model prevents
adding redundant subshots when the key information is al-
ready there (as shown in Fig. 5). Overall, our model is a
constrained optimization model. Maximizing submodular
functions subject to arbitrary linear constraints is very diffi-
cult. However, if the constraints are expressible as a knap-
sack constraint or a constraint over matroids, recent work



Algorithm 1 Local Search for Constrained Submodular
Maximization

1: Input: M = (V , I), F, � ≥ 0
2: Initialize S ← ∅;
3: while (Any of the following local operations applies,

update S accordingly) do
4: Add operation. If e ∈ V\S such that S ∪ {e}) ∈ I

and F (S ∪ {e})− F (S) > �, then S = S ∪ {e}.
5: Swap operation. If ei ∈ S and ej ∈ V\S such that

(S\{ei}) ∪ {ej} ∈ I and F ((S\{ei}) ∪ {ej}) −
F (S) > �, then S = (S\{ei}) ∪ {ej}.

6: Delete operation. If e ∈ S such that F (S\{e}) −
F (S) > �, then S = S\{e}.

7: end while
8: return S;

[22, 7] from combinatorial optimization provides a variety
of strategies.

Motivated by ideas from [22, 7], we propose a local
search algorithm, which requires no rounding. All interme-
diate solutions are integral. There are three key local oper-
ations: add, swap, and delete. The key idea is to iteratively
search over these possible operations until no improvement
can be made. Alg. 1 outlines our algorithm. Our algo-
rithm achieves an approximation factor with respect to the
unknown optimal solution (details in the supplement).

Proposition 4.1. Alg. 1 achieves a 1
4 -approximation factor

for our constrained submodular maximization problem (5).

It is useful to point out that in [10], an approximation
algorithm for maximizing an unconstrained DPP (also non-
monotone) was proposed. While the approximation factor
in that work was looser than other known results, a salient
property was that the algorithm was simple to implement
and avoided the usual reduction to a multi-linear relaxation
of the submodular function [3]. Algorithm 1 can be viewed
as a generalization of the method in [10]. It is equally sim-
ple to implement and optimizes a similar (DPP type) objec-
tive function but permits inclusion of additional constraints
(which is frequently difficult in submodular maximization).

5. Experimental Evaluations
We will begin by describing the datasets used in our ex-

periments and follow it with a discussion of the other base-
lines used for comparison. Then, we will delve into the
qualitative and quantitative evaluations of our approach.

5.1. Dataset Collection and Annotation

Given the type of data (egocentric videos + gaze) we re-
quire, there are very few existing publicly available bench-
marks that can be used directly for our purposes. Here, we

make use of the GTEA-gaze+ dataset which is the only pub-
lic dataset with video and gaze. In addition, we will also
present results on a newly collected dataset (∼ 15 hours).
GTEA-gaze+ dataset. This dataset is designed for action
recognition, though it can be used for summarization as
well. It consists of 30 videos, each of which includes a meal
preparation recording and lasts 12 ∼ 20 minutes. There are
fine-grained action annotations available with this dataset.
In addition, we ask human experts to generate summaries
by grouping those action annotations, and asking them to
select 5 ∼ 15 group of consequent segments (referred to as
events or blocks), which they think are appropriate to sum-
marize each video. These group level annotations serve as
our ground truth summary T .
EgoSum+gaze dataset. We collected a new dataset of
videos, acquired by 5 subjects wearing eye tracking de-
vices to record their daily lives in an uncontrolled setting,
along with associated gaze information. We used a pair of
SMI eye-tracking glasses1 and a Pupil eye-tracking device2

to collect gaze information. Our collection has 21 videos,
each lasting 15 min ∼ 1.5 hour. To facilitate evaluations
using this dataset, we obtained human annotations for the
summary. To this end, we asked our subjects to select a
set of events (blocks) in our videos. Each event consti-
tuted a sequence of similar subshots, and we assume that
any one of them is an equally good representative of the
event. This avoids unnecessarily penalizing an otherwise
good summary which differs from the ground truth in the
precise frame ‘indexes’ [45] but is perfectly consistent in
a semantic sense. We asked each wearer to select events
(5 ∼ 15) which in their opinion should be included in a
good machine generated summary. These annotations serve
as the gold standard for our evaluation.

5.2. Subshot extraction and representation

A natural way to represent videos prior to summariza-
tion, is to extract subshots and compute their feature de-
scriptors. We found that in general, this is challenging
for egocentric videos since such videos are mostly continu-
ous and therefore may not have a clear ‘boundary’ between
shots. Fortunately, gaze turns out to be very useful for ego-
centric video temporal segmentation (see the first row of
Fig. 2) which is used as follows.

We first extracted gaze tracking information (fixation,
saccade or blink) for each frame (using our eye tracking de-
vice). Next, we removed frames with bad eye tracking data.
This procedure provides 6000 ∼ 9000 segments with fixa-
tions per one hour of video. We picked the centroid frame
as the key-frame in each segment, and extracted a feature
descriptor around the gaze region (100×100) on this frame
using R-CNN [11]. We then computed the cosine similarity

1http://www.eyetracking-glasses.com
2http://pupil-labs.com



between each key-frame using, κ(i, j) = xT
i xj

�xi�xj� where xi

refers to the R-CNN feature vector of keyframe i. Next, we
grouped consequent segments into subshots (Fig. 2, second
row) by thresholding the neighborhood similarity distance
at 0.5, which yields around 800 subshots per hour of video.
Next, we picked the center key-frame from each subshot,
and computed a R-CNN feature descriptor on the whole
frame. This is the final descriptor vk for subshot k used
for our summarization algorithm.

fixation fixation saccade saccade saccade fixation fixation

κ 0.91 0.85 0.5 0.89 0.81

thresholdsubshot 1 subshot 2

Figure 2. Illustration of our two-stage subshot extraction pipeline.
First row: we extract gaze information for each frame, and filter
frames with saccades/blinks and isolated fixations. Second row:
we group similar neighbor key-frames by thresholding at 0.5 the
similarities κ(i, i+ 1) obtained from the gaze region.

5.3. Baselines

We adopted four baseline algorithms that do not require
training summaries but are widely used for comparison pur-
poses in video summarization [2, 17]. The first two are uni-
form sampling and k-means without gaze information. Our
next two baselines incorporate our specific subshot segmen-
tation and feature extraction processes into the previous two
methods, which we refer as uniform (our subshots) and k-
means (our subshots). In both cases, a (k subshot) summary
is generated by selecting k equally separated subshots in
uniform sampling and selecting the subshot closest to each
of the k cluster centroid by k-means (reported by average
of 20 runs). Unfortunately, direct comparisons to [23] and
[31] were not possible due to the lack of available training
data.

5.4. Evaluation

For our experiments, we set � = 1e−6 and λ = 0.001.
To enforce the compactness criteria, we divided our video
into equal-sized blocks by time (the number of blocks de-
pends on the length of the video), and set fi = 1 for the ith
block. Though it worked well in practice, this step can be
substituted by more sophisticated procedures if desired. To
perform quantitative evaluations, we computed F-measure
scores on all summaries by comparing it with ground truth
summaries. If a subshot in an output summary lies in a
block/event of ground truth subshots, we count it as cor-
rect for that algorithm. This allows us to compute preci-
sion (P ) values as P = |S∩T |

|S| , where S ∩ T is the set
of subshots from the summary which can be found in a
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Figure 3. Comparison of temporal segmentation with/without
gaze.

ground truth annotation. Similarly, we computed the re-
call as R = |S∩T |

|T | , where |T | is equal to the number of
events/blocks in the ground truth. The final F-measure is
computed by F = 2PR

P+R . Finally, note that the running time
of our algorithm is 12 frames per second (fps), which is
much faster than the time reported in [31]. Next, we an-
alyze the goodness of the summary and the utility of gaze
information, using our experimental results.

Is Gaze useful? We evaluated the utility of gaze in two
different contexts, which is described next.
Temporal Segmentation. This is a critical preprocessing
step, and is facilitated by the gaze information. To see
how the quality of temporal segmentation is affected when
gaze is not used, we performed temporal segmentation on
the GTEA-gaze+ dataset simply by partitioning the video
sequence into subshots whenever similarity (using R-CNN
from the full frame) between two consecutive frames falls
above a threshold. We compared our gaze-based (see Fig.
2) approach with this method, by computing the overlap
with ground truth action segmentation provided with this
dataset. The results in Fig. 3 show that our gaze-enabled
temporal segmentation dominates the baseline which suf-
fers due to the fact that egocentric videos are continuous.
In other words, if we agree with the premise that a good
temporal segmentation will help any egocentric video
summarization method, our experiments provide empirical
evidence that gaze information will almost certainly im-
prove summarization results (by generating better temporal
segments).
Relevance of Summary with and without Gaze. We analyze
this issue both qualitatively and quantitatively using
GTEA-gaze+ dataset. Fig. 4 shows results for a pizza
preparation video summary. As we can see, without gaze
information, uniform sampling and k-means pick many
saccade frames (column 6 in the first two rows), which
do not carry much content at all. However, when using



uniform

k-means

uniform
(our subshots)

k-means
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Figure 4. Results from GTEA-gaze+ data comparing the four baselines to our method (bottom row). This is from a pizza preparation
video: cutting vegetables and meat (rows 1− 2, 4), frying (row 3), and adding sauce and toppings (rows 5− 8). Our algorithm picks these
important subshots as they are with heavy attention.

uniform

k-means

uniform
(our subshots)

k-means
(our subshots)

ours

Figure 5. Results from our new EgoSum+gaze dataset comparing the four baselines to our method (bottom row). In this video, our subject
mixes a shake, drinks it, washes his cup, plays chess and texts a friend.

gaze-enabled subshot segmentation and representation,
these baselines benefit significantly. As we can see in
rows 3 and 4, each subshot captures a useful amount of
information. For a more quantitative measurement, we
looked at the F-measure scores in Tab. 1 and 2. Cols 2/4
and 3/5, which show these values for both baselines, and
our method. There is a significant improvement in the
F-measure score whenever gaze is utilized, which is fur-
ther improved using our proposed algorithm discussed next.

Quality of Our Summarization Algorithm. On the pizza
preparation video 4, we observed that our method outper-
forms the other baselines, even when all methods utilize

gaze information. As is evident, both uniform sampling and
k-means, still include irrelevant subshots (row 1, 5). Our
summary, on the other hand, constitutes the key stages in the
meal preparation procedure: cutting vegetables and meat
(rows 1 − 2, 4), frying (row 3), and adding sauce and top-
pings (rows 5− 8). These subshots are selected mainly due
to the fact that subjects focused on them, and our objective
I(S) picks these important subshots which contained sub-
stantial attention. Similar results can be seen with our new
dataset (Fig. 5 and 6). As shown in row 2 and 4 in Fig. 5, in
this uncontrolled setting, k-means ends up selecting many
outliers. Also, row 3 in Fig. 6 shows uniform sampling
fails when there are repeated scenes (e.g., washing dishes).
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Figure 6. Results from our new EgoSum+gaze dataset comparing the four baselines to our method (bottom row). In this video, our subject
is cooking chicken and have a conversation with his roommate.

Method uniform kmeans uniform(our subshots) kmeans(our subshots) ours
F-measure 0.161 0.215± 0.016 0.526 0.475± 0.026 0.621

Table 1. Comparisions of average F-measure on GTEA-GAZE+.

Method uniform kmeans uniform(our subshots) kmeans(our subshots) ours
F-measure 0.080 0.095± 0.030 0.476 0.509± 0.025 0.585

Table 2. Comparisions of average F-measure on our new EgoSum+gaze dataset.

Interestingly, our algorithm also achieves better compact-
ness (fewer subshots in the summary) since our objective is
non-monotone. The F-measures in Tab. 1 and 2 also pro-
vide evidence that our method using gaze outperforms the
other baselines in both datasets.

Comparisons on other measures of quality. Note that we
reported on F-measures here since they are widely used in
computer vision. Separately, we also performed evaluations
using summarization measures developed in the NLP litera-
ture such as ROUGE [26]. The main sequence of steps here
is for a human to (a) annotate the full video in text and then
separately (b) write a summary of the video. Our algorithm
generates a sub-shot summary which can be mapped to an
English summary using the corresponding sentences in the
human’s full annotation of the video, i.e., (a) above. Here,
we found that if the human’s sentences/words are nearly
similar between his/her summary and the full annotation
(e.g., as between (a) and (b)), then the system generated
summary can indeed be meaningfully compared to the hu-
man’s summary. In this case, the conclusions we can derive
from ROUGE scores are similar to the ones we reported
here using F-measure in Tab. 1 and 2. On the other hand,
if the human’s language usage in the full annotation and the
summary written by him/her are different (in terms of word
usage), then these scores are not very informative.

6. Conclusion

This paper introduced a new approach for egocentric
video summarization, utilizing gaze information. We give
strong results showing that gaze provides the means to “per-
sonalize” the summary, by focusing on what is important
to the camera wearer. We formulate the corresponding
summarization objective as a submodular function max-
imization that captures desirable and common-sense re-
quirements of a summary such as relevance and diversity.
The compactness property is enforced as a partition ma-
troid constraint, and solved using a simple to implement lo-
cal search method which offers approximation guarantees.
Our experiments show that gaze information universally im-
proves the relevance of a summary. For our experiments,
we acquired a large set of gaze enabled egocentric video se-
quences, which is potentially valuable for future work on
this topic.
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