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Abstract

Video event recognition still faces great challenges due
to large intra-class variation and low image resolution, in
particular for surveillance videos. To mitigate these chal-
lenges and to improve the event recognition performance,
various context information from the feature level, the se-
mantic level, as well as the prior level is utilized. Different
from most existing context approaches that utilize context in
one of the three levels through shallow models like support
vector machines, or probabilistic models like BN and MRF,
we propose a deep hierarchical context model that simulta-
neously learns and integrates context at all three levels, and
holistically utilizes the integrated contexts for event recog-
nition. We first introduce two types of context features de-
scribing the event neighborhood, and then utilize the pro-
posed deep model to learn the middle level representa-
tions and combine the bottom feature level, middle semantic
level and top prior level contexts together for event recog-
nition. The experiments on state of art surveillance video
event benchmarks including VIRAT 1.0 Ground Dataset, VI-
RAT 2.0 Ground Dataset, and the UT-Interaction Dataset
demonstrate that the proposed model is quite effective in
utilizing the context information for event recognition. It
outperforms the existing context approaches that also uti-
lize multiple level contexts on these event benchmarks.

1. Introduction
Video event recognition aims to recognize the spatio-

temporal visual patterns of events from videos. In recent
years, event recognition has attracted growing interest from
both academia and industry [29, 15]. However, recog-
nizing events in surveillance videos is still quite challeng-
ing, largely due to the tremendous intra-class variations of
events caused by visual appearance differences, target mo-
tion variations, viewpoint change and temporal variability.
Moreover, the low image resolution, object occlusion, and
illumination change in surveillance videos further aggregate
the event recognition challenges.

To mitigate these challenges, various work [40, 35] in
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Figure 1. Illustration of our approach for learning and integrating
feature level, semantic level and prior level contexts. In the figure,
“Person Rep.” and “Vehicle Rep.” represent the learned middle
level representations for person and vehicle respectively.

event recognition turns the focus to context. Context can be
regarded as information that is not directly related to event
recognition task, but it can be utilized to improve the tradi-
tional data-driven and target-centered event recognition. As
summarized in [35] recently, existing context approaches
generally utilize contexts from feature level [32, 40], se-
mantic level [3, 36], or prior level [28, 33, 34] of the recog-
nition system. From these three levels, context can provide
information on the circumstance and environment within
which the event occurs, and hence can support the event
recognition. Since there is little work in combining differ-
ent contexts from multiple levels, the work in [35] studies to
simultaneously integrate the three levels of context through
a Bayesian network (BN) based hierarchical model.

However, the existing context approaches for event
recognition either utilize context directly as feature in-
puts [32] to classifiers like support vector machines, or in-
corporate context through traditional probabilistic graphical
models like BN [3, 35], Markov random field (MRF) [36],
or latent topic model [12]. There is little work studying uti-
lizing probabilistic deep models like deep Boltzmann ma-
chines (DBMs) [24] to capture contexts for event recog-
nition. Furthermore, the probabilistic deep models have
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great potentials to systematically incorporate multiple lev-
els of contexts because of their multi-level deep structure,
the built-in capability of probabilistic reasoning, and the in-
tegration of hidden units to synthesize higher level repre-
sentation than the raw input alone.

Hence, in this work, we propose a DBM based deep hi-
erarchical context model to learn the middle level represen-
tation of event semantic components, and to systematically
learn and integrate the contexts from the feature level, the
semantic level, as well as the prior level, and holistically
utilize the integrated contexts for event recognition. To this
goal, we first propose two types of context features includ-
ing the appearance context feature and the interaction con-
text feature at the feature level. These feature level con-
texts exploit the contextual neighborhood of event instead
of the target as [1]. Next, we introduce the deep hierarchical
context model that integrates the proposed context features
with semantic level context and prior level context. In the
proposed model, the semantic level context captures the in-
teractions among the entities of an event (e.g. person and
object), and the prior level context includes the scene prim-
ing and dynamic curing. Different from the existing three
level context model [35] that incorporates existing contexts
through a BN model, our proposed method utilizes the deep
structure to discover and capture the middle level represen-
tations of event components as a novel semantic context,
and holistically integrate them with the proposed feature
level contexts and the prior level contexts. The proposed
model leads to improved performance over state of art con-
text methods [40, 35] that also integrate multiple levels of
contexts on several event recognition benchmarks.

In summary, the major contributions of the proposed
work can be listed as follows: 1) we propose a deep hi-
erarchical context model to learn middle level context rep-
resentation and holistically combine the feature, semantic,
and prior level contexts; 2) our semantic level context cap-
tures the interactions among event entities; 3) we propose
two types of context features that capture the appearance of
nearby non-target objects and their interactions.

2. Related Work
Contexts in Three Levels. In the event recognition sys-

tem, contextual information can exist at three levels includ-
ing feature level [32, 40], semantic level [3, 36], and prior
level [28, 33]. At feature level, the context features cap-
ture feature information regarding the context. Here, Wang
et al. [32] propose a contextual feature capturing interac-
tions between interest points in spatio-temporal domains
from both local and neighborhood. Also, Zhu et al. [40]
propose both the intra-activity and inter-activity context fea-
ture descriptors for activity recognition. At semantic level,
context captures interactions among event and its compo-
nents. Here, Gupta et al. [3] present a BN based approach

for joint action understanding and object perception. Yao
et al. [36] utilize an MRF model to capture mutual con-
text of activities, objects and humans poses. At prior level,
the context captures the prior information of events. Here,
the scene prior information [28] is widely used [14, 33] for
event recognition.

Integrating Multiple Levels of Contexts. Several ap-
proaches explore to integrate multiple levels of contexts for
event recognition. Specifically, Sun et al. [26] extract the
point-level context feature, the intra-trajectory context fea-
ture and the inter-trajectory context feature, and combine
the features using a multiple kernel learning model. These
multiple level contexts are all in the feature level. Li et
al. [12] build a Bayesian topic model to capture the semantic
relationships among event, scene and objects. This model
essentially captures the semantic level context, and incor-
porates the hierarchical priors in the model. Zhu et al. [40]
exploit feature level contexts and semantic level contexts
among events simultaneously through the structural linear
model. Also, the BN hierarchical context model by Wang
and Ji [35] integrates the feature level, semantic level and
prior level context simultaneously. Different from the ex-
isting multi-level context approaches, we use a deep model
to systematically learn and integrate multiple levels of con-
texts. The hidden units in our model represents a set of
middle level presentations for each event component.

Deep Models. In recent years, deep models including
probabilistic models like deep belief networks (DBNs) [6]
and deep Boltzmann machines (DBMs) [24, 23], as well as
non-probabilistic models like the stacked auto-encoders [2,
30] and convolutional neural networks (ConvNets) [11]
are used in different applications. For action and activ-
ity recognition, the ConvNets [7, 8], convolutional gated
restricted Boltzmann machine [27], independent subspace
analysis [10], and auto-encoder approaches [4] are devel-
oped. However, these action/activity deep models are gen-
erally data-driven and target-centered, without explicitly in-
corporating context information. Comparatively, our pro-
posed deep context model utilizes the deep structure to ex-
plicitly capture the prior level, semantic level, and feature
level contexts for event recognition.

There is little work studying utilizing deep models to
capture contexts for visual recognition tasks. He et al. [5]
utilize a RBM model to capture the pixel level interactions
for image labeling. Also, Zeng et al. [38] build a multi-
stage contextual deep model that uses the score map out-
puts from multi-stage classifiers as contextual information
for the pedestrian detection deep model. However, both
these two models are not designed to capture three levels
of contexts, and are not for event recognition. As far as
we are concerned, there is no existing event recognition re-
search that simultaneously utilizes three levels of contexts
through a deep probabilistic model.



3. Contexts in Three Levels
3.1. Feature Level Contexts

We develop two types of context features including the
appearance context feature and the interaction context fea-
ture extracted from the event neighborhood defined below.

3.1.1 Event Neighborhood

Suppose the event bounding box can be denoted as
{(xt, yt, wt, ht)

T
t=1} from frame 1 to T . (xt, yt) represents

the upper-left corner point. wt and ht denote the width
and height. As shown in Figure 2(a), we further extend the
event bounding box to a larger rectangle by increasing the
width with ∆wt on left and right side, and increasing the
height with ∆ht on top and bottom side for frame t. The
event neighborhood of an event in frame t is then the re-
gion within the extended rectangle but outside of the event
bounding box rectangle, as represented by the shaded re-
gion of Figure 2(a). And, Figure 2(b) further illustrates the
event neighborhood over T frames.
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Figure 2. The definition of event neighborhood, where the blue
rectangle indicates the event bounding box, and the dashed green
rectangle is the extended rectangle. The shaded region within the
extended rectangle but outside of the event bounding is the spatial
neighborhood. The event neighborhood is the spatial neighbor-
hoods over frames.

To set the values of ∆ht and ∆wt, we use the ratio λ to
determine the relative scope of the event neighborhood with
respect to the event bounding box size. Given the width wt

and height ht of event bounding box rectangle, the ratio
satisfies λ = ∆ht

ht
= ∆wt

wt
.

3.1.2 Appearance Context Feature

The appearance context feature captures the appearance of
contextual objects, which are defined as nearby non-target
objects located within the event neighborhood. Since our
event neighborhood is a direct spatial extension of the event
bounding box, it would naturally contain both the contex-
tual objects and the background. To efficiently extract and
capture the contextual objects from the background, we uti-
lize SIFT descriptor [13] to detect the SIFT key points in the
event neighborhood for each frame as shown in Figure 3(a).
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Figure 3. Extracting appearance context feature from the event
neighborhood. (a) SIFT key points in the neighborhood of each
frame; (b) BOW based histogram feature.

The SIFT descriptor extracts 128 dimensional scale and
orientation invariant local textual feature surrounding each
detected key point. This feature provides an appearance
based description of the contextual objects. For each event
sequence, we use bag-of-words (BOW) method to encode
these SIFT descriptors into a histogram based context fea-
ture with dimension K.

3.1.3 Interaction Context Feature

The interaction context feature captures the interactions be-
tween event objects and contextual objects as well as among
contextual objects. The contextual objects are represented
by the SIFT key points extracted in the event neighborhood
as discussed in Section 3.1.2. We use SIFT key points de-
tected within the event bounding box to further represent
the event objects.

Then, the k-means clustering is applied to the 128 di-
mensional features of key points in both within the event
bounding box and event neighborhood of all training se-
quences to generate a joint dictionary matrix DI with K ′

words. With this dictionary, the key points inside and out-
side the event bounding box can be assigned to the same set
of words. As shown in Figure 4, we use a 2D histogram to
capture the co-occurrence frequencies of words inside and
outside the event bounding box over frames.
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Figure 4. Extracting interaction context feature with a 2D his-
togram that captures the co-occurrence frequencies of words of
event objects and contextual objects.

We normalize this 2D histogram to ensure all elements in
the matrix sum to 1. They then constitute as the interaction
context feature we use for event recognition after reshaped
into a K ′2 dimensional vector.



3.2. Semantic Level Contexts

The semantic level contexts stand for the semantic in-
teractions among event entities. Since both the person and
object are two important entities of an event, the semantic
level contexts for this work capture the interactions between
event, person and object.

Suppose we haveK types of events to recognize. We use
a K dimensional vector y with binary units to represent the
event label through the 1-of-K coding scheme, in which the
event belonging to class Ck would be a vector with element
k as “1” and all the remaining elements as “0”. We use the
binary hidden units hp and ho to represent the middle level
representations of person and object.

Semantic context modeling. The model structure
shown in Figure 5 is used to capture the semantic level con-
texts. In this structure, the event label vector y lies in the
top layer, and the hidden units hp for person and ho for
object both lie in the bottom layer. Another set of hidden
units hr standing in the intermediate layer is incorporated
to connect the units of event, person and object. Here, every
single hidden unit in hr is connected to all the units in hp,
ho, and y. In such way, the global interactions among units
from person, object, as well as the event label are captured
through the intermediate hidden layer hr.

hp ho

hr
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Figure 5. The model capturing semantic level contexts, where hp
and ho are the first layer hidden units representing person and
object middle level representation, hr is the second layer hidden
units capturing interactions, and y stands for the event class label.

Combining with observations. The observation vectors
for the event, person and object can be further added to the
semantic level context model in Figure 5. It results in the
context model as shown in Figure 6. The vectors p and o
denote the person and object observation vectors as contin-
uous STIP features. Both the person observation vector p
and the object observation vector o are connected only to
their corresponding hidden units hp and ho respectively. In
this way, the middle level representations for person and ob-
ject can be obtained from their corresponding observations.
In addition, the event observation e as STIP event feature,
and the context feature c introduced in Section 3.1 are di-
rectly connected to the event label y.

The model in Figure 6 combines semantic contexts in
middle level with context feature c in bottom level. This
model is called the Model-BM context model, and is com-
pared in the experiment section.
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 Figure 6. The model combining semantic level contexts with ob-
servations, where vectors p and o denote the person and object
observations, e and c represent the event and context observations.

3.3. Prior Level Contexts

The prior level contexts capture the prior information of
events. We utilize two types of prior contexts: the scene
priming [28] and the dynamic cueing. The model can also
be applied to other prior level contexts.

Scene priming. The scene priming context refers to the
scene information obtained from the global image. It re-
flects the environment such as location (e.g. parking lot,
shop entrance) and time (e.g. noon, dark) that can serve as
prior to dictate whether certain events would occur. To cap-
ture the scene context as prior, we utilize the hidden units
hs to represent different possible scene states. As shown
in Figure 7, each hidden unit in hs is connected to all the
elements within the event label vector y. In this way, the
state of the scene would have a direct impact to the event
label. The observation vector s represents the GIST fea-
ture extracted from the global scene image. Elements in s is
connected to each unit in hs to provide global observation
to the hidden scene states.
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Figure 7. The model capturing prior level contexts, where s repre-
sents the global scene observation, m−1 denotes the recognition
measurement of the previous event, hs denotes the hidden units
representing different possible scene states, y−1 denotes the pre-
vious event, and y stands for the current event class.

Dynamic cueing. The dynamic cueing context provides
temporal support for the prediction of the current event
given previous event. In this work, the previous event is
represented by the K dimensional binary vector y−1 in the
1-of-K coding scheme. Moreover, y−1 is further connected
to previous event measurement vector m−1 which denotes
the recognition measurement of the previous event.

As shown in Figure 7, both hs and y−1 provide top-
down prior information for the inference of current event.

4. Deep Context Model Formulation
Given the contexts in three levels as introduced previ-

ously, we now discuss about the formulation of the proposed



deep hierarchical context model for integrating them.

4.1. Deep Model

In this section, we introduce the deep context model
to systematically incorporate three levels of contexts. As
shown in Figure 8, the model consists of six layers. From
bottom to top, the first layer at bottom includes the target
and contextual measurement vectors p, o, e, and c that are
visible in both learning and testing. The vectors p and o
denote the person and object observations. And, the vectors
e and c denote the event and context features. The second
layer includes binary hidden units hp and ho representing
middle level representations for person and object. On the
third layer, the binary hidden units hr are incorporated as an
intermediate layer to capture the interactions between event,
person and object. The fourth layer denoted by vector y rep-
resents the event label through the 1-of-K coding scheme.
On the top two layers, the hidden units hs represent the
scene states, and vector s is the scene observation. Also,
y−1 represents the previous event state, with its measure-
ment as m−1. This model is essentially the combination of
Model-BM and prior model in Figure 6 and 7 respectively.
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 Figure 8. The proposed deep context model integrating feature
level, semantic level and prior level contexts, where the shaded
units represent the hidden units, the striped units represent the ob-
served units that would be available both in training and testing,
and the units in grid are event label units which are available in
training and not available in testing.

The proposed model is an undirected model. With the
given structure in Figure 8, the model energy function is:

E(y,hr,hp,ho,p,o, e, c,y−1,m−1,hs, s; θ) = −p̃>W1hp

− õ>W2ho − h>p Q
1hr − h>o Q

2hr − h>r Ly − ẽ>U1y−

c̃>U2y − y>−1Dy − h>s Ty −m>−1Fy−1 − s̃>Ghs − b>hp
hp

− b>ho
ho − b>hr

hr − b>y y − b>hs
hs − b>y−1

y−1 − b>m−1
m−1

+
∑
i

(pi − bpi)2

2σ2
pi

+
∑
j

(oj − boj)2

2σ2
oj

+
∑
k

(ek − bek)2

2σ2
ek

+
∑
i′

(ci′ − bci′)2

2σ2
ci′

+
∑
j′

(sj′ − bsj′)2

2σ2
sj′

(1)

where W1, W2, Q1, Q2, L, U1, U2, T, D, F and G are
the weight matrices between the groups of visible or hidden

units. Also, bhp , bho , bhr , by, bhs , by−1 and bm−1 are the
bias terms for the discrete units. And, bp, σp, bo, σo, be,
σe, bc, σc and bs, σs are the parameters for the continuous
units, similar to those in Gaussian-Bernoulli RBM. We use
θ to represent the whole model parameter set that includes
all the parameters in the weight matrices and the bias terms.

For convenience, Equation 1 utilize vectors p̃, õ, ẽ, c̃, s̃,
which are the original observation vectors p,o, e, c, s di-
vided by σp,σo,σe,σc,σs respectively in each dimen-
sion. For instance, p̃i = pi/σpi.

Given the energy function, the joint probability of all the
variables y, hr, hp, ho, p, o, e, c, y−1, m−1, hs, and s can
be written as:

P (y,hr,hp,ho,p,o, e, c,y−1,m−1,hs, s; θ) =
1

Z(θ)
·

exp(−E(y,hr,hp,ho,p,o, e, c,y−1,m−1,hs, s; θ)) (2)

4.2. Model Learning

The model learning process learns the model pa-
rameter set θ which includes all the weight matrices
and bias terms in Equation 1. With the training data
{yi,y−1,i,pi,oi, ei, ci, si,m−1,i}Ni=1, these parameters
can be learned by maximizing the log likelihood L(θ) as:

θ∗ = argmax
θ
L(θ)

L(θ) =

N∑
i=1

logP (yi,y−1,i,pi,oi, ei, ci, si,m−1,i; θ) (3)

The optimization in Equation 3 can be solved with
stochastic gradient ascent method in which the gradients are
calculated as:

∂L(θ)

∂θ
= 〈∂E

∂θ
〉Pdata − 〈

∂E

∂θ
〉Pmodel (4)

whereE is the model energy function defined in Equation 1.
The operator 〈·〉Pdata denotes the data-dependent expecta-
tion, and 〈·〉Pmodel denotes the model’s expectation.

Since the exact computation of both expectations takes
the time that is exponential to the number of hidden units,
the exact maximum likelihood learning for this model is in-
tractable. Here, we use the approximate learning methods
to learn the model parameters. The learning process starts
with the greedy layer-wise pretraining by learning a stack
of RBMs [24] to initialize the model parameters. Then, the
mean-field based variational inference approach is used to
estimate the data-dependent expectation, and the Markov
chain Monte Carlo (MCMC) based stochastic approxima-
tion procedure is used to estimate the model’s expectation.
The computational complexity of learning is O(RNM2),
where R is the learning iteration number, N is the training
sample number, and M is number of nodes in the model.



4.3. Model Inference

Given a query event sequence with event observation
vector e, context observation vector c, person observation
vector p, object observation vector o, the global scene ob-
servation vector s, and the previous event measurement
m−1, the model can recognize the event category k∗ by
maximizing its posterior probability given all the observa-
tion vectors through Equation 5.

k∗ = arg max
k

P (yk = 1|e, c,p,o, s,m−1; θ) (5)

Computing this posterior probability requires marginal-
izing over all the hidden units in hp, ho, hr and hs. Its
exact calculation is intractable. However, the inference can
be efficiently performed using the Gibbs sampling method.
The method randomly initializes hp, ho and y, and then
iteratively samples hr, hp, ho, hs, y−1 and y given the ad-
jacent hidden or visible units. The sampled y instances are
then used to calculate the corresponding marginal probabil-
ity. More inference details are in supplementary material.
The computational complexity for the model inference is
O(CTM2), where C is the Markov chain number, T is the
chain length, and M is number of nodes in the model.

5. Experiments
To demonstrate the effectiveness of the proposed ap-

proach, we experiment on three event recognition bench-
mark datasets. The first two datasets are the VIRAT 1.0
Ground Dataset and VIRAT 2.0 Ground Dataset [15]. These
two datasets are state of the art real world surveillance video
datasets focusing on surveillance video events which in-
clude interactions between persons and objects.

The VIRAT 1.0 Ground Dataset includes around 3
hours of videos with six types of person-vehicle interac-
tion events including Loading a Vehicle (LAV), Unloading
a Vehicle (UAV), Opening a Trunk (OAT), Closing a Trunk
(CAT), Getting into a Vehicle (GIV), and Getting out of a
Vehicle (GOV). Videos in this dataset are recoded from dif-
ferent school parking lots. Here, we use half of the event
sequences for training, and the rest sequences for testing.

The VIRAT 2.0 Ground Dataset includes over 8 hours
of surveillance videos from school parking lot, shop en-
trance, outdoor dining area and construction sites. For this
dataset, we also focus on the six types of person-vehicle in-
teraction events as in VIRAT 1.0 Ground Dataset. Half of
these event sequences are used for training, and the remain-
ing sequences are used for testing.

The third dataset is the UT-Interaction Dataset [22].
This is a surveillance video dataset with person-person in-
teraction events. It consists of six person-person interaction
events including: hand shaking, hugging, kicking, pointing,
punching and pushing. The dataset includes two sets, each
with 10 video sequences in the length of around 1 minute.

To compare with state of art, we use the standard 10-fold
leave-one-out cross validation for evaluation on set 1.

5.1. Experiments on Proposed Feature Context

We first evaluate the effectiveness of the proposed ap-
pearance and interaction context features discussed in Sec-
tion 3.1. The experiment is performed on the VIRAT 2.0
Ground Dataset [15] with the six person-vehicle interaction
events. The baseline event feature is the STIP [9] extracted
from event bounding box.

Given the baseline event feature, we test the proposed
context features by combining both the appearance and in-
teraction context features each with the baseline event fea-
ture. For neighborhood size, we set λ = 0.35. Both context
features are in 100 dimensions. Also, we further test the
performance of combining both the appearance and inter-
action context features with the baseline event feature. We
test these configurations using the standard SVM classifier.
The overall performance comparison is shown in Table 1.

Table 1. Average recognition accuracies of combining two types
of context features with the baseline event features (i.e. STIP) on
six events of VIRAT 2.0 dataset for event recognition.

STIP STIP STIP +
% STIP + App. + Int. App. & Int.

Accuracy 41.74 47.87 47.54 51.91

App.: appearance context feature; Int.: interaction context feature.

From Table 1, we can see that combining either the ap-
pearance or the interaction context feature can already im-
prove the performance of baseline event feature for event
recognition. Combining two context features with the base-
line event feature can further improve the recognition accu-
racy. In all, combining our proposed context features can
improve the event recognition performance by over 10%.

5.2. Experiments on Proposed Context Model

After discussing the performances of the proposed ap-
pearance context feature and the interaction context feature,
we proceed to demonstrate the effectiveness of the proposed
context model that integrates the three levels of contexts.
For this model, hp, ho, hr, and hs has 50, 50, 100, and 20
hidden units respectively. These experiments are performed
on VIRAT 1.0, VIRAT 2.0, and the UT-Interaction Datasets.

5.2.1 Baselines and State of Arts Compared

Three baseline approaches are used in our experiments to
evaluate the effectiveness of the proposed context model.
The first baseline uses the SVM classifier with the STIP
event feature, and is denoted as SVM-STIP. This approach
does not use any contexts for event recognition. The second



baseline denoted as SVM-Context concatenates the event
feature with both the appearance and interaction context
features, and also uses SVM as the classifier. It hence evalu-
ates the effectiveness of the proposed context features. The
third baseline is the Model-BM model in Figure 6 that si-
multaneously integrates feature level contexts and semantic
level contexts. These three baseline approaches are com-
pared with our proposed model that systematically inte-
grates the feature, semantic and prior level contexts.

We also compare our results with state of art perfor-
mances in VIRAT 1.0 and 2.0 Ground Datasets, as well as in
the UT-Interaction Dataset. On the VIRAT 1.0 and VRIAT
2.0 Ground Datasets, performances of the following state
of art methods are compared: the approach by Reddy et
al. [19] utilizing the histogram of spatiotemporal gradients
as event feature, the approach by Zhu et al. [40] that inte-
grates feature and semantic level contexts through the struc-
tural event recognition model, and the approach by Wang
and Ji [35] utilizing Bayesian network (BN) based hierar-
chical context model for integrating contexts.

On the UT-Interaction Dataset, we compare with sev-
eral types of state of art approaches including the spatial-
temporal relationship matching method by Ryoo and Ag-
garwal [21], the integral histogram of spatio-temporal fea-
ture approach by Ryoo [20], the Hough-voting approach
by Waltisberg et al. [31], the propagative Hough voting
method by Yu et al. [37], the segmental alignment based
method by Shariat and Pavlovic [25], and the bag of spatio-
temporal phrase based approach by Zhang et al. [39]. These
approaches are generally target-centered event recognition
approaches with efforts mainly focused on improving the
event descriptors. Also, we compare with the poselet key-
framing approach by Raptis and Sigal [18]. This approach
learns a set of discriminative keyframes of the videos and
capture the local temporal context between them.

5.2.2 Performance on VIRAT 1.0 Ground Dataset

We first compare our proposed model with our three
baselines (SVM-STIP, SVM-Context and Model-BM) ap-
proaches on VIRAT 1.0 Ground Dataset. In Figure 9, we
show the recognition accuracy for each event, and the aver-
age recognition accuracy over the six events.

In this comparison, the Model-BM baseline performs
better than the SVM-Context baseline for over 8%. This
result indicates that incorporating the semantic level con-
text between event and the middle level representations of
person and object can obviously improve the event recog-
nition performance. More importantly, our proposed deep
context model outperforms the three baselines for five of the
six events. For the average recognition accuracy of the six
events, the SVM-STIP reaches 39.91%, the SVM-Context
reaches 53.21%, and the Model-BM reaches 62.15%. And,
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Figure 9. Results compared with baseline approaches on VIRAT
1.0 Ground Dataset. For the average recognition accuracy of six
events, the SVM-STIP reaches 39.91%, the SVM-Context reaches
53.21%, and the Model-BM reaches 62.15%. Our proposed model
performs the best at 69.88%.

our proposed model performs the best at 69.88%. This is a
29% absolute improvement over the SVM-STIP, and a 16%
absolute improvement over the SVM-Context.

Table 2 gives the comparison of our proposed approach
with state of art performances on VIRAT 1.0 Ground
Dataset. Here, our approach performs the best for three
of the six events, and outperforms the BN based hierarchi-
cal context model approach [35] for over 4% in the overall
performance. This result demonstrates that our proposed
model is more effective than traditional BN based hierar-
chical context model in integrating three levels of context
information for event recognition.

Table 2. The comparison of our proposed model with state of the
art approaches on VIRAT 1.0 Ground Dataset.

Accuracy Reddy Zhu BN Proposed
% et al. [19] et al. [40] [35] Model

LAV 10.0 52.1 100 66.67
UAV 16.3 57.5 71.4 85.71
OAT 20.0 69.1 50.0 50.00
CAT 34.4 72.8 54.5 81.82
GIV 38.1 61.3 45.2 64.52
GOV 61.3 64.6 73.5 70.59

Average 35.6 62.9 65.8 69.88

5.2.3 Performance on VIRAT 2.0 Ground Dataset

We further compare the performances of the proposed deep
context model with the three baselines SVM-STIP, SVM-
Context, Model-BM on VIRAT 2.0 ground dataset for the
recognition of six person-vehicle interaction events. As
shown in Figure 10, our proposed model can consistently
outperform the baseline approaches for each event, and
improves the average recognition accuracy from 41.74%
(SVM-STIP), 51.91% (SVM-Context), 58.75% (Model-
BM) to 66.45% (Proposed Model). This is close to 25% ab-
solute improvement from the SVM-STIP, and close to 15%
absolute improvement from the SVM-Context.
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Figure 10. Results compared with baseline approaches on VIRAT
2.0 Ground Dataset. For the average recognition accuracy of six
events, the SVM-STIP reaches 41.74%, the SVM-Context reaches
51.91%, and the Model-BM reaches 58.75%. Our proposed model
performs the best at 66.45%.

In Table 3, we compare the recognition accuracies of the
threes baselines, and the performance of [35] that also in-
corporates three levels of contexts through a BN model, as
well as our proposed context model. From Table 3, we can
find that our proposed context model, by incorporating three
levels of contexts through a deep structure, can outperform
the BN based three level context model in [35] by over 7%.
This result shows the strength of the proposed model for
event recognition.

Table 3. Average recognition accuracies of SVM-STIP, SVM-
Context, Model-BM baselines and the proposed three level model
compared with the state of the art three level context model in [35]
for the recognition of six events on VIRAT 2.0 dataset.

Accuracy SVM- SVM- Model Our BN
% STIP Context -BM Model [35]

LAV 44.44 66.67 66.67 66.67 77.78
UAV 51.72 62.07 68.97 68.97 58.62
OAT 10.00 15.00 25.00 45.00 35.00
CAT 52.63 63.16 84.21 89.47 63.16
GIV 58.33 64.58 52.08 70.83 68.75
GOV 33.33 40.00 55.56 57.78 48.89

Average 41.74 51.91 58.75 66.45 58.70

In VIRAT 2.0 dataset, we also experiment with the base-
line model excluding all hidden layers in Figure 8. This
model reaches 52.54% average accuracy, which is slightly
better than SVM-Context, but is around 14% worse than
our proposed model. This result suggests that, with the in-
troduction of hidden layers, the proposed deep model can
effectively learn the salient representations from the input
and improve recognition performance.

5.2.4 Performance on UT-Interaction Dataset

UT-Interaction Dataset is a surveillance video dataset with
person-person interaction events. For this dataset, we first

utilize the HOG feature based person detectors to detect the
two persons within the event bounding box of the video.
The STIP features for each of the two persons are then ex-
tracted accordingly. To compare with state of art perfor-
mances on this dataset, we use the Fisher Vector encoding
method [16, 17] for the STIP event feature. We experiment
on the set 1 of this dataset. The overall performances of the
SVM-STIP and our proposed model, as well as different
state of the art performances are listed in Table 4.

Table 4. Overall recognition accuracies compared with state of art
methods on set 1 of UT-Interaction dataset.

Method Overall Accuracy
Ryoo and Aggarwal [21] 70.8%

Ryoo [20] 85.0%
Waltisberg et al. [31] 88%

Yu et al. [37] 93.3%
Raptis and Sigal [18] 93.3%

Shariat and Pavlovic [25] 91.57%
Zhang et al. [39] 95%
Our SVM-STIP 85.00%

Our Proposed Model 95.00%

The state of the art performances listed in Table 4 are
mainly target-centered descriptor based approaches. Our
SVM-STIP baseline, which is the most standard target-
centered descriptor based approach, performs not as well
as many of these state of the art approaches. However,
our proposed context model can further improve the SVM-
STIP baseline, and reaches the stat of art performance.
This model also outperforms our baselines SVM-Context
(88.33%) and Model-BM (93.33%). In addition, our ap-
proach outperforms the approach by Raptis and Sigal [18],
which captures the temporal context between key frames.

6. Conclusion
In this paper, we propose a deep Boltzmann machine

based context model to integrate the feature level, seman-
tic level and prior level contexts. We first introduce new
context features. Then, we introduce a deep context model
that can learn the semantic context and to systematically in-
corporate contexts at different levels through learning and
inference. The model is trained with mean-field based ap-
proximate learning method, and can be directly used to in-
fer event classes through Gibbs sampling. We evaluate our
model performance on VIRAT 1.0 Ground Dataset, VIRAT
2.0 Ground Dataset and the UT-Interaction Dataset for rec-
ognizing the real world surveillance video events with com-
plex backgrounds. The results with the proposed deep con-
text model show significant improvements over the baseline
approaches that also utilize multiple levels of contexts. In
addition, the proposed model also outperforms state of the
art methods on benchmark datasets.
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