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Abstract

We present a method for simulating makeup in a face
image. To generate realistic results without detailed geo-
metric and reflectance measurements of the user, we pro-
pose to separate the image into intrinsic image layers and
alter them according to proposed adaptations of physically-
based reflectance models. Through this layer manipulation,
the measured properties of cosmetic products are applied
while preserving the appearance characteristics and light-
ing conditions of the target face. This approach is demon-
strated on various forms of cosmetics including foundation,
blush, lipstick, and eye shadow. Experimental results ex-
hibit a close approximation to ground truth images, with-
out artifacts such as transferred personal features and light-
ing effects that degrade the results of image-based makeup
transfer methods.

1. Introduction

A common way to alter or improve one’s facial appear-
ance is through the application of makeup. Not only can it
be used for beautification purposes, but studies have shown
that appropriate use of makeup can make a woman appear
more competent and trustworthy than without it [13]. The
key to a flawless finish that looks light and natural is to use
cosmetic products well-suited for the particular face, as well
as to master the application skills. Determining the suitabil-
ity of a particular makeup product requires a person to try it
and view the result. While this may be easy to do at a cos-
metics counter, it cannot conveniently be done, for example,
at home when making an online purchase.

To address this problem, several techniques have been
proposed for simulating the appearance of makeup in an
image of the user. These techniques can generally be cate-
gorized into two approaches. The first approach is to syn-
thesize makeup effects through computer graphics render-
ing [6, 3, 12, 14]. These methods use geometric models of
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faces and reflectance models of skin and makeup to com-
pute a realistic result. While impressive renderings have
been produced in this manner, they may be slow to com-
pute and require detailed data such as the user’s face ge-
ometry and skin reflectance, which are impractical to ob-
tain in many settings. The other approach is image based,
where the appearance of makeup on one person’s face in a
reference image is transferred to the user’s face in a target
image [5, 16]. These methods are much more convenient
to apply than rendering-based techniques. However, they
require restrictive assumptions such as similar lighting con-
ditions in both the reference and target images. In addition
to transferring makeup, these techniques may also transfer
personal features such as wrinkles and blemishes from the
reference to the target. Furthermore, they do not realisti-
cally model the shading effects of cosmetics, such as the
reduction of subsurface light scattering in the skin when it
is covered with foundation.

In this work, we present a technique that overcomes
these limitations of prior image-based methods without
requiring the heavier computation and detailed user data
needed by rendering-based approaches. Our method ac-
complishes this through decomposing the target image into
reflectance layers that can be efficiently transformed into
their makeup equivalents using proposed adaptations of
physically-based reflectance models. The decomposition
makes use of recent advances in intrinsic image estima-
tion [9, 20] to separate the target image into albedo, diffuse
shading, and specular highlight layers. For each of these
layers, we present transformations which alter them in a
way that preserves the identity of the user while conveying
the appearance of makeup based on its optical properties.
The layers are then combined to form the final makeup re-
sult, without requiring more than an ordinary image from
the user.

Since this method applies makeup properties to a target
image instead of transferring appearance data from a ref-
erence image, constraints on lighting and artifacts due to
transmitted personal features are both avoided. Through the
use of physically-based reflectance models, the shading ef-
fects of cosmetics are more realistically simulated as well.
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We have applied our approach on various makeup products
that include foundation, blush, lipstick, and eye shadow.
Results are efficiently generated in about 1.5 seconds for
a 600 × 400 photograph1, and they visually compare well
to ground truth images.

2. Related Work

In this section, we review recent methods related to dig-
ital makeup, including works on makeup transfer [5, 16],
makeup suggestion [14, 10], and physically-based cosmet-
ics rendering [6, 3, 12].

Makeup transfer generates makeup in a target face im-
age using reference images as an example. In [16], the ex-
ample consists of two images of the same face, before and
after makeup is applied. To add makeup to a new face im-
age, the ratio of color values between corresponding pixels
in the “after” and “before” examples is used to modify the
target image, and then a gradient editing process is applied
to make the target image gradients more similar to the gra-
dients in the makeup example. In [5], only an “after” image
is used as a reference, since “before” images are more diffi-
cult to obtain. This method decomposes both the reference
and target image into three layers: face structure, skin de-
tail, and color. Then the makeup effect is transferred layer
by layer, with alpha blending for color, a linear combination
for skin detail, and gradient editing for face structure. Since
image gradients are affected by illumination, the gradient
editing in both of these methods will transfer lighting effects
from the reference to the target image. The two methods
also may transfer personal facial features, since any visible
blemishes, bumps and wrinkles will be included with the
reference skin detail in [5], and smooth skin in the refer-
ence image may replace personal details in the target image
in [16] because of its gradient editing. Our method avoids
these problems by adjusting facial appearance in the tar-
get image using adaptations of physically-based reflectance
models, instead of transferring image appearance. The use
of these models also leads to more realistic shading effects
that cannot be captured in these makeup transfer techniques.

Makeup suggestion aims to find the best makeup for a
given face. In [14], a database of 56 female faces is cap-
tured both without makeup and with professionally applied
makeup. A mapping from the space of facial appearances
to that of makeup is then learned from the database, and
makeup is suggested for a target face based on this map-
ping. The makeup is synthesized through adjustments of
various appearance properties including specularity, glossi-
ness, and scattering strength. Applying these adjustments
to a target face involves 3D face reconstruction and lighting
measurement to recover its appearance properties, making
this approach less practical for general settings. By contrast,

1Our algorithm was implemented on a 2.93 Ghz PC with 8 GB of RAM.

Diffuse Specular
Albedo shading highlights

Foundation, lipstick X X X
Eye shadow, blush X

Table 1. Intrinsic image layers affected by different cosmetics.

our method applies changes to reflectance layers that can be
decomposed from an ordinary image. Another technique
for makeup suggestion learns the relationships among high-
level beauty-related attributes, mid-level beauty attributes,
and low-level image features [10]. Makeup is synthesized
simply through alpha blending, without consideration of
diffuse or specular reflectance properties.

Physically-based cosmetics rendering addresses the
digital makeup problem from the computer graphics per-
spective. Realistic makeup appearance is synthesized using
rendering systems that incorporate physical models on the
interaction of light with cosmetics and facial skin. For accu-
rate modeling of cosmetic foundation, its optical properties
have been carefully analyzed and measured [3, 12]. The
state-of-the-art method for rendering 3D makeup effects [6]
combines the Kubelka-Munk model for radiance transfer in
material layers [8] and a screen-space skin rendering ap-
proach for simulating the subsurface scattering effects in-
side human skin [7]. To utilize such rendering techniques,
the 3D facial geometry and skin reflectance properties of the
target face need to be acquired. Our method also employs
these reflectance models but instead uses them to adjust the
reflectance layers of a target image.

3. Models of Intrinsic Layer Change
In our digital makeup approach, we model how cosmet-

ics change each of the three intrinsic image layers according
to physically-based models of reflection. With these intrin-
sic layer change models, we can simulate the appearance
of various cosmetics according to their physical properties
such as coating thickness, surface roughness, and scattering
and absorption coefficients.

In this work, we consider four types of makeup, namely
foundation, lipstick, eye shadow and blush. Other kinds of
cosmetics can be modeled in a similar manner. The intrinsic
image layers that are affected by each of the four cosmetic
types is shown in Table 1. In the following, we describe
the intrinsic image decomposition and present the models
of layer change.

3.1. Image decomposition

An image I can be expressed in terms of three intrinsic
image components, namely albedo A, diffuse shading D
and specular highlights S:

I = A ·D + S. (1)

4322



(a) (b) (c) (d)
Figure 1. A decomposition example. (a) Input image. (b) Albedo
layer. (c) Diffuse shading layer. (d) Specular highlights layer. The
layers for diffuse shading and specular highlights have been scaled
for better visualization.

Cosmetic
Skin

(a) (b)
Figure 2. Light paths through cosmetic and skin layers. (a) For
computing albedo. (b) For computing specular highlights.

We decompose an image into these three intrinsic image
layers by first extracting the specular highlight component
using the color-space based method described in [9]. The
remaining albedo and diffuse shading components are then
separated using the Retinex-based intrinsic image solver
in [20]. We note that though the work in [9] is designed
to separate a face image into the three layers by itself, its
separation of albedo and diffuse shading relies on priors for
skin color, which makes it unsuitable for decomposition of
faces with makeup. An example of this decomposition is
displayed in Figure 1.

In modeling the effects of cosmetics on the three layers,
we consider the corresponding layers of a barefaced image
IB without makeup, and a face image IM with makeup.
Their respective decompositions can be expressed as

IB = AB ·DB + SB , (2)

IM = AM ·DM + SM . (3)

Since there exists scale ambiguity in the decomposition
of A and D, we normalize the diffuse shading layer so that
its maximum is equal to one, and rescale the albedo layer
accordingly.

3.2. Layer change

The application of makeup causes changes in the appear-
ance of the intrinsic layers. In the following, we formulate
these changes based on physically-based reflectance models
for albedo and specular highlights, and on an approximate
model for diffuse shading.

3.2.1 Albedo change

The Kubelka-Munk model [8] was originally proposed for
representing how the color of a substrate changes after be-
ing coated by paint of a given composition and thickness.
Since then, it has been used for modeling color for vari-
ous layered surfaces including makeup on skin [6]. For a
coating of cosmetics, the Kubelka-Munk model expresses
its reflected color R and transmitted color T as

R =
sinh bSt

a sinh bSt+ b cosh bSt
, (4)

T =
b

a sinh bSt+ b cosh bSt
, (5)

where S and K are wavelength-dependent scattering and
absorption coefficients per unit length, a = 1 + K

S , b =√
a2 − 1, and t is the thickness of cosmetic coating. In

this work, we model wavelength-dependence at the level of
RGB channels.

To determine how the albedo AB of barefaced skin is
changed by makeup into the resulting albedo AM , we con-
sider the paths of light reflection among the cosmetic and
skin layers, as shown in Figure 2(a). As light scatters within
the cosmetic layer c, it is transformed by color Rc, and as
it passes through layer c, it is transformed by color Tc. The
final color from the sum of these light paths can be formu-
lated as a sum of a geometric series [6]:

AM = Rc + TcRBTc + TcRBRcRBTc + · · · (6)

= Rc +
T 2
c RB

1−RcRB
, (7)

where RB = AB . With this formula, the albedo of a bare
face can be changed to the albedo that is seen with makeup,
based on the cosmetic’s wavelength-dependent scattering
and absorption coefficients and thickness.

3.2.2 Diffuse shading change

In some previous work [5], it is assumed that foundation
hides small-scale skin features such as wrinkles and bumps.
However, this is not true in practice2. Bare skin is translu-
cent with considerable subsurface scattering of light. This
subsurface scattering creates a blurring effect [7] that re-
duces shading variations caused by small-scale surface fea-
tures like wrinkles. By contrast, cosmetics like foundation
are relatively opaque and reduce translucency. A makeup
layer thus reduces subsurface scattering and actually makes
wrinkles more apparent as illustrated later in Fig. 7.

To model the change in diffuse shading caused by cos-
metics, we make use of the subsurface scattering approxi-
mation proposed in [7], which models subsurface scattering

2 http://beauty.about.com/od/spassalons/a/
How-To-Conceal-Wrinkles-On-Your-Face.htm
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as a Gaussian convolution of opaque diffuse shading. As
makeup is more opaque than skin, we model the relation-
ship between diffuse shading with and without makeup as

DM ∗G(σ) = DB , (8)

where σ is a Gaussian blur kernel defined as

σx =
α · t

d+ β · |∇xd|
, (9)

σy =
α · t

d+ β · |∇yd|
, (10)

with α denoting the global subsurface scattering level, β
modulating how the subsurface scattering varies with depth
gradient, t being the thickness of the makeup, and opera-
tors ∇x and ∇y computing the gradient of the depth field
d along the x and y directions. Since our input is images
without depth data, we obtain a rough approximation of the
depth field d using the single-image 3D face reconstruction
algorithm in [19].

To solve for DM in Eq. (8), we compute the deconvolu-
tion by optimizing the following energy function:

argmin
DM

‖GDM −DB‖2 + λ‖∆DM‖2, (11)

where DM and DB are represented in vector format, each
row of matrix G contains the convolution coefficients of
G(σ), ∆ is the Laplacian operator, and λ balances the de-
convolution and smoothness terms. We set λ = 0.1 in our
work. This optimization can be done by solving the follow-
ing over-constrained sparse linear equations:[

G√
λ∆

] [
DM

]
=

[
DB

0

]
. (12)

We use the sparse QR factorization solver [2] in SuiteS-
parse3 to solve this sparse linear system.

3.2.3 Specular highlights change

An important visual effect of cosmetics is in changing the
appearance of specular highlights. For example, founda-
tion generally reduces highlights to give a smoother appear-
ance, and lipstick tends to increase highlights to accentuate
the features of the lips. As the Kubelka-Munk model does
not deal with specular reflections, we turn to the Torrance-
Sparrow model [17], a physically-based microfacet model
for surface reflectance:

fs =
1

π

UP

(N · ωi)(N · ωo)
Fr(ωi ·H, η) (13)

3SuiteSparse: a Suite of Sparse matrix packages, at
http://www.cise.ufl.edu/research/sparse/SuiteSparse/

where

U = min{1, 2(N ·H)(N · ωo)
(ωo ·H)

,
2(N ·H)(N · ωi)

(ωo ·H)
},

(14)

P =
e− tan2(α)/m2

m2 cos4 α
. (15)

U is a geometry term that represents shadowing and mask-
ing effects among microfacets, P is the Beckmann micro-
facet distribution, Fr is the reflective Fresnel term, ωi is the
incident light direction, ωo is the view direction, N is the
surface normal, H is the halfway vector between the light
and view directions, and α is the halfway angle between N
andH . The free variables are the material roughnessm and
refractive index η.

Based on measured data [18], we set mb, the roughness
of skin, and ηb, the refractive index of skin, tomb = 0.3 and
ηb = 1.38, respectively. The refractive index of cosmetics,
however, is difficult to measure [6]. The main ingredients of
foundations are mainly water(∼ 30%) and oil(∼ 70%) [21].
Lipstick primarily consists of oil and wax. The refractive
indices of water, oil, and wax are 1.33, 1.46, and 1.44 [4].
Based on these properties, we approximate the refractive
index of foundation and lipstick as ηf = 1.42 and ηl =
1.45.

For the reflective Fresnel term, we utilize Schlick’s ap-
proximation [15], expressed as

Fr(ωi ·H, η) = f0 + (1− f0)(1− ωi ·H)5, (16)

where
f0 = (

1− η
1 + η

)2. (17)

So with the refractive indices for bare skin and cosmetics,
the Fresnel term is calculated as

Fr(ηb) = 0.025 + 0.957(1− ωi ·H)5, (18)
Fr(ηf ) = 0.030 + 0.970(1− ωi ·H)5, (19)
Fr(ηl) = 0.034 + 0.966(1− ωi ·H)5. (20)

From these formulas, we approximate the ratio between the
Fresnel terms of bare skin and cosmetics (only foundation
and lipstick are considered to have specular highlight layers
in our work) as

Fr(ηb)

Fr(ηc)
≈ 1. (21)

For the Beckmann microfacet distribution term
in Eq. (15), we make use of an approximation that
exp(− tan2 α/m2)/ cos4 α ≈ 1, which is explained in
Appendix A. With this approximation, the distribution can
be expressed more simply as

P ≈ 1

m2
. (22)
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Combining Eq. (13), Eq. (21), and Eq. (22), we can rep-
resent the ratio between the specular reflectance of skin
fs(mb, ηb) and cosmetics fs(mc, ηc) as

fs(mb, ηb)

fs(mc, ηc)
=
m2
c

m2
b

· Fr(ηb)
Fr(ηc)

≈ m2
c

m2
b

, (23)

where mb = 0.3.
Based on the ratio in Eq. (23), the specular highlight Sc

for cosmetic c is computed as

Sc =
m2
b

m2
c

SB , (24)

where mc is the cosmetic roughness and SB is the specular
highlight layer decomposed in Eq. (2).

In addition to specular highlight from the cosmetics
layer, there is also specular reflection contributed by the
skin layer, which is reduced twice by the Kubelka-Munk
transmittance of the makeup layer as illustrated in Fig. 2(b).
Combining the two specular components, we obtain the fi-
nal specular highlight layer SM in Eq. (3) as

SM = T 2
c · SB +

m2
b

m2
c

SB . (25)

4. Cosmetics Measurement and Simulation
To digitally apply a certain cosmetic product c, its ma-

terial parameters Θ = {Sc,Kc, αc, βc,mc} need to be
known. We recover these values using two images captured
of the same face, without makeup (IB) and with the cos-
metic (IM )4. These two images are aligned by thin plate
splines [1] using an extended Active Shape Model [11],
similar to [5]. After image alignment, the parameters Θ
and cosmetic thickness field t are estimated by minimizing
the following objective function via L-BFGS:

argmin
Θ,t

λAEA + λDED + λSES + Et (26)

where λA, λD, λS balance the constraints on albedo energy
EA, diffuse shading energy ED, specular highlight energy
ES , and the thickness smoothness energy Et.
EA measures the difference between the albedo layer of

simulated makeup in Eq. (7) and that of captured makeup:

EA =
∑
p∈IM

‖Rc(p)+
Tc(p)

2AB(p)

1−Rc(p)AB(p)
−AM (p)‖2. (27)

ED represents the difference between the diffuse shad-
ings of simulated makeup in Eq. (8) and captured makeup:

ED =
∑
p∈IM

(DM (p) ∗G(σ)−DB(p))2. (28)

4Since blush and eye shadow are normally applied after foundation, the
barefaced image IB for these two types of cosmetics includes foundation.
We note that blush and eye shadow only change albedo, so only Θ =
{Sc,Kc} need to be recovered for them. For these cosmetics, AB is taken
as the AM for the underlying foundation.

ES denotes the difference between simulated makeup
(Eq. (25)) and captured makeup in the specular highlight
layer:

ES =
∑
p∈IM

((Tc(p)
2 +

m2
b

m2
c

) · SB(p)− SM (p))2. (29)

Finally, Et is a smoothness term for the thickness field t:

Et =
∑
p,q∈ℵ

(t(p)− t(q))2, (30)

where ℵ is the set of 4-connected neighbors in IM .
After recovering the cosmetic parameters Θ, we can eas-

ily transfer its visual effects to any barefaced image with a
user-defined cosmetic thickness map. In our experiments,
we use a constant thickness for foundation and lipstick as
well as a learned thickness distribution for blush and eye
shadow. This transfer is computed layer by layer according
to Eq. (7), Eq. (12) and Eq. (25). The three layers are then
composed by Eq. (3).

5. Results
To evaluate the proposed makeup model, we compare

it to previous image-based makeup transfer techniques [5,
16]. Additional results are also reported for further exami-
nation of our method. For cosmetics measurement, we set
the parameters {λA, λD, λS} to {100, 10, 10} for founda-
tion, {100, 1, 50} for lipstick, and {100, 0, 0} for blush and
eye shadow.

5.1. Comparisons

The comparisons to previous image-based makeup trans-
fer methods [16, 5] are shown in Figure 3. Advantages of
our approach are illustrated in these examples.

Since our method manipulates layer appearance in the
target image according to makeup properties, rather than
transfer makeup appearance from other images, it does not
mistakenly transfer lighting effects from reference images.
This is illustrated in the first row of Fig. 3, which shows
an example of the same face used as the reference image
but with lighting conditions different from the target im-
age. In the makeup transfer models, image gradients from
the reference image are blended with those of the target im-
age [16] or used to replace the gradients in the target im-
age [5]. Since the gradient information is influenced by il-
lumination, the lighting effects from the reference image are
also transferred to the target image. This is exhibited in the
yellow boxes of (c) and (d), where highlight and/or hair-
pin shadow are transferred as well as makeup appearance.
Since the method in [16] uses a ratio between “after” and
“before” makeup images in addition to the gradient trans-
fer, it is somewhat less sensitive than [5] to illumination in-
consistency if the “before” and “after” images are precisely
aligned.
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(a) (b) (c) (d) (e) (f)
Figure 3. Comparisons with previous image-based makeup transfer methods [16, 5]. (a) Target images. (b) Reference images with makeup,
which are used by [16, 5] but not by our method. The reference images without makeup that are used in [16] are not shown. (c) Results
of [16]. (d) Results of [5]. (e) Our results. (f) Target faces actually wearing the cosmetics, which serves as unaligned ground truth. In the
first row, the target and reference images were captured of the same face under different lighting conditions. In the second row, the target
and reference images are of different faces under the same lighting condition. The yellow boxes highlight errors in makeup transfer.

Our method similarly avoids transfer of personal details
when the reference and target are different people, as shown
in the second row of Fig. 3, which presents an example
where the lighting condition of the reference and target are
the same but the faces are different. The personal detail
transfer in [5], as exhibited by the dark spots in the yellow
box in (d), results from its use of alpha blending for color
transfer and linear combinations of the reference and target
for skin detail transfer. The method assumes that makeup
conceals personal details, but this is often not the case, as
illustrated here with a light application of foundation in (b).
Dark spots such as these are removed prior to makeup trans-
fer in [16] via independent components analysis. However,
its use of gradient transfer leads to skin smoothing as shown
in the yellow box in (c), where the smooth skin of the refer-
ence is transferred to the target. This transfer of smooth skin
produces a result inconsistent with the approximate ground
truth shown in (f), where the blemishes are reduced in ap-
pearance but not completely obscured.

Differences in diffuse shading are also visible between
our results and those of image-based makeup transfer. As
mentioned previously, the soft, translucent appearance of
skin is a result of subsurface scattering, which is reduced
when makeup is applied. The resulting “hardening” of ap-
pearance amplifies fine-scale surface details as seen in the
forehead and cheek areas of the real makeup references in
(f). (Please zoom into the electronic file to more clearly
see this.) The makeup transfer results in (c) and (d) do
not exhibit this hardness, but rather the skin looks about as

(a) (b) (c) (d)
Figure 4. Different foundations. (a) Without makeup. (b) Ivory
foundation. (c) Natural foundation. (d) Dark brown foundation.
The first row presents our simulated results and the second row
shows images of real makeup as references.

soft and translucent as in the target images in (a). By con-
trast, our results in (e) exhibit the fine-scale surface texture
caused by the makeup. This is produced by deconvolution
of the diffuse shading layers from the target images.

5.2. Additional results

We present some additional results of our method on dif-
ferent cosmetics, namely foundations in Fig. 4, lipsticks in
Fig. 5 and eye shadows in Fig. 6, to demonstrate its ability
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(a) (b) (c) (d)
Figure 5. Different lipsticks. (a) Without makeup. (b) Lipstick 1.
(c) Lipstick 2. (d) Lipstick 3. The first row contains our simulated
results, and the second row shows images of real makeup as ref-
erences. Note that the lip configurations in the references do not
necessarily match the target image.

to capture the visual effects of different products.
In Fig. 4, results for different foundations are shown.

The foundations differ in color (ivory, natural, and dark
brown), and also differ slightly in reflectance, as lighter-
color foundations generally contain more water than darker
foundations. Our method is shown to closely approximate
the colors. Slight differences in specular highlights are also
exhibited, appearing a bit weaker for darker foundations.

In Fig. 5, we display our results for different lipsticks.
Besides the obvious color differences, lipsticks also affect
specular highlights differently according to their own opti-
cal properties. From the reference images with real makeup,
it can be seen that the lipsticks increase in glossiness from
left to right. These differences are reflected in the simulated
results. The results also illustrate a shortcoming of our ap-
proach. If a glossy lipstick generates specular highlights
in areas that do not contain highlights in the target image,
our method would not be able to reproduce them, since it
operates by altering the specular highlights layer of the tar-
get image. To synthesize the additional highlight areas due
to glossy lipstick, the lip geometry and lighting conditions
would need to be recovered.

Besides the obvious color differences, lipsticks also af-
fect specular highlights differently according to their own
optical properties. From the reference images with real
makeup, it can be seen that the lipsticks increase in glossi-
ness from left to right. These differences are reflected in
the simulated results. The results also illustrate a shortcom-
ing of our approach. If a glossy lipstick generates specular
highlights in areas that do not contain highlights in the tar-
get image, our method would not be able to reproduce them,
since it operates by altering the specular highlights layer
of the target image. To synthesize the additional highlight
areas due to glossy lipstick, the lip geometry and lighting
conditions would need to be recovered.

As mentioned in Tab. 1, eye shadow is assumed to affect
only the albedo layer. Simulations of different eye shadows
are shown in Fig. 6.

The results of our method for foundation applied with
different thickness are displayed in Fig. 7. It can be seen
that the skin without makeup in (a) is relatively soft and
translucent. By contrast, the skin with heavy foundation in

(a) (b) (c) (d)
Figure 6. Different eye shadows. (a) Without makeup. (b) Eye
shadow 1. (c) Eye shadow 2. (d) Eye shadow 3. The first row
contains our simulated results, and the second row shows images
of real makeup as references.

(a) (b) (c) (d)
Figure 7. Different foundation thickness. (a) Without makeup.
(b) Real image with heavy foundation. (c) Synthesized image
with heavy foundation. (d) Synthesized image with light founda-
tion. The first row shows color images and the second row shows
the corresponding diffuse shading layers. The third row displays
close-up views of approximately the same areas of the color im-
ages and diffuse shading layers. Please zoom into the electronic
file for closer inspection.

(b) appears more opaque with greater surface detail. Our
simulation with heavy foundation in (c) exhibits similar
characteristics, and with light foundation in (d) the surface
detail is less pronounced.

Finally, we present a couple more examples of our results
in Fig. 8 for two different makeup styles on different sub-
jects. Photos of the subjects actually wearing the simulated
cosmetics are provided for comparison. In these compar-
isons, our results appear to closely approximate the refer-
ences.

6. Conclusion
We presented a technique for simulating makeup in a

photo by manipulating its intrinsic image layers accord-
ing to proposed adaptations of physically-based reflectance
models. Various cosmetic products can be synthesized in
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(a) (b) (c) (d) (e)
Figure 8. Different makeup styles. (a) Without makeup. (b) Our result for makeup style 1 (foundation+lipstick+blush). (c) Real makeup
reference for makeup style 1. (d) Our result for makeup style 2 (foundation+lipstick+blush+eye shadow). (e) Real makeup reference for
makeup style 2.

this manner from measurements of their optical properties.
While a few approximations are made in formulating the
layer transformations, the simulated results closely resem-
ble the actual appearance of the corresponding cosmetics.

We note that since our method relies on accurate decom-
position of intrinsic image layers, errors in this decomposi-
tion will degrade the quality of our simulation results. The
topic of intrinsic image estimation has received increased
attention in the past few years, and advances in this area
would benefit our makeup synthesis technique.

In future work, we plan to improve the processing speed
of our method. Currently, about 99% of the computation
time is spent on deconvolution for the diffuse shading layer.
There is the potential to accelerate this computation signif-
icantly by implementing the sparse linear system solver on
the GPU. With increases in speed, an extension of this work
to live video may become feasible.

Acknowledgements
The authors thank makeup artists Yang Li, Shuying Wu,

Yan Peng and the models. This work was partially sup-
ported by NSFC (No. 61272305) and the National Program
for Special Support of Eminent Professionals.

A. Approximation for the Beckmann micro-
facet distribution

The approximation exp(− tan2 α/m2)/ cos4 α ≈ 1 in
Sec. 3.2.3 is used to simplify the form of the Beckmann mi-
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Figure 9. Approximation for the Beckmann microfacet distribu-
tion. The curves represent different roughness values and are
shown for the range of α ∈ [0◦, 10◦].

crofacet distribution. This approximation is made based on
the observations that most highlight energy is contributed
from small values of the halfway angle α, and the approxi-
mated quantity does not change drastically for small values
of α as illustrated in Fig. 9. For the roughness values that
we measured for a few different foundations, the value of
the approximated quantity is close to 1 for α < 10◦. For
skin and cosmetics like lipstick that have lower roughness
values, the approximated quantity changes more rapidly, but
the highlight energy for those glossier materials is concen-
trated more tightly around 0◦. As a result, the approxima-
tion in Eq. (22) is adequate for our purposes, as demon-
strated in the results of Sec. 5.
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