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Figure 1: Algorithm’s flowchart

Background: The availability of affordable depth scanners has sparked a
revolution in many applications of computer vision, such as robotics, human
motion capture, scene modeling and analysis. The increased availability of
such scanners naturally raises the question of whether it is possible to exploit
the associated intensity image to improve their lack of accuracy. Our goal is
to fuse the captured data from the RGB-D scanner in order to enhance the
accuracy of the acquired depth maps.
Contribution: We introduce a novel real-time method to directly enhance
surface recovery that achieves state of the art accuracy. We apply a lighting
model that uses normals estimated from the depth profile, and eliminates
the need for calibration of the scene lighting. The lighting model accounts
for light sources, multiple albedos, and local lighting effects such as spec-
ularities, shadows and interreflections. The high quality surface is recon-
structed directly in a shape from shading fashion using a surface dependent
cost functional without first finding and integrating its normals. In order to
achieve fast convergence, we relinearize the variational problem. The main
contributions of this paper are:

1. Presenting a novel robust depth enhancement method that operates
under natural illumination and handles multiple albedo objects.

2. Showing that depth accuracy can be enhanced in real-time by effi-
ciently fusing the RGB-D inputs.

3. Showing that improved depth maps can be acquired directly using
shape from shading technique that avoids the need to first find the
surface normals and then integrate them.

Approach: Our algorithm accepts a depth map and a corresponding inten-
sity image. Its main steps are:
• Pre-processing. We obtain a rough version of the input surface by apply-

ing a bilateral filter on the input depth map and calculate initial surface
normals corresponding to the smoothed surface.

• Lighting model estimation. We decompose the image intensity accord-
ing to the model suggested in [1],

L(i, j,~n) = ρ(i, j)S(~n)+β (i, j). (1)

We recover the shading S from the initial normals and the intensity image
using an affine illumination model. The non-uniform albedo map ρ is
computed assuming piecewise smooth behaviour. To account for specu-
larities, we estimate β which represents additional illumination artifacts.

• Depth refinement. To enhance the surface we minimize
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This is an extended abstract. The full paper is available at the Computer Vision Foundation
webpage.
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Figure 2: Mannequin. (a) Upper Left: Color Image. Upper Right: Raw
Depth. Bottom Left: Result of Wu et al. [3] . Bottom Right: Our Result.
(b), (c) Magnifications of the mannequin eye. The mannequin’s hair and
facial features can be easily recognized in our reconstruction.

To achieve real-time performance, we use an optimization scheme similar to
IRLS where we solve a linear system and then update the non-linear terms
at the end of each iteration.
Results: In the paper we show qualitative and quantitative visual and sta-
tistical evidence for depth image improvement. We compare the suggested
method to state of the art approaches [2, 3] and demonstrate real-time perfor-
mance. One such example can be seen in Fig. 2. A video describing the pro-
posed framework can be found at https://youtu.be/5nLnOTyrd-s.
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