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In the last decade, computer vision has made great progress in the areas
of image retrieval and 3D modeling. Current image search engines operate
on web-scale image collections and are able to localize specific objects and
landmarks, and aid user-friendly content browsing. In the field of recon-
structing scenes from images and videos, arguably the biggest steps have
been made in 3D modeling from unordered Internet photo collections. A
natural step forward is to address the problem of obtaining a detailed 3D
model of an object depicted in a single, user-provided photograph.

Structure-from-Motion (SfM) systems have been extended from model-
ing scenes from a few thousand images [7, 8] to modeling city-scale photo
collections of millions of images [4, 5]. Early photo collection reconstruc-
tion systems leverage exhaustive matching to determine possible overlap-
ping image pairs. This is generally quadratic in the number of images
and features. Hence, this approach does not scale and is not applicable to
datasets containing thousands or even millions of images, which are com-
monly available. However, exhaustive matching guarantees the discovery
of all possible camera overlaps. To achieve scalability, the current state-
of-the-art large-scale reconstruction systems abandon the exhaustive pair-
wise overlap determination. Instead, modern systems leverage image re-
trieval algorithms [2, 3, 6], or image-clustering techniques to identify over-
lapping images during reconstruction, as demonstrated by the systems of
Agarwal et al. [1] and Frahm et al. [4]. While the introduction of image re-
trieval was essential to boosting the scalability of reconstruction methods on
large datasets, it also severely impacted the ability to reconstruct fine details
of the scene. This problem stems from the fact that the image pairs showing
the details are often absent from the retrieval results. This is unsatisfactory,
as for applications such as photo field of view extension using unordered
photo collections, recently proposed by Zhang et al. [9], it is desirable to
have the details present in the reconstruction.

The lack of detail is a result of the employed retrieval approaches [2,
3, 6], which are tuned to obtain images similar in scale and appearance.
In this paper, we introduce a tightly-coupled retrieval and SfM system for
large-scale reconstruction from unordered photo collections of several mil-
lion images, which not only recovers the coarse geometry of the scene but
specifically focuses on modeling scene details. Our approach achieves this
by combining SfM with retrieval across differently scaled scene images.

In order to achieve these detailed reconstructions, our system has to
overcome the following challenges:

e Achieve a more balanced retrieval of overview and detailed images

to provide the images needed for fine-detail reconstruction.
e Overcome the registration uncertainties that result from the large res-
olution differences between overview images and detailed images.

We resolve these challenges by proposing a tightly-coupled SfM and re-
trieval system. Establishing an interactive link between the two components
enables us to control the retrieval characteristics based on the current state
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Figure 1: Image retrieval examples for Terracotta Army, China. Samples of
different scale-bands of the initial query image: context of the query image
(zoom out — top left), two examples of mid-level detail (zoom in), and three
detailed images for each of the mid-level band (rightmost). Two examples
of the left and right side of the query are shown in the bottom left.

Figure 2: Reconstruction of the Astronomical Clock in Prague, Czech Re-
public. Left: 3D model obtained from our system. Images illustrating the
range of registered views from overview images to images of a specific ar-
chitectural detail are shown alongside the model. Right: visualization of the
surface resolution from high resolution in red (appr. lmm surface resolution
as obtained from a known object size in 3D) to low resolution in blue.

of the reconstruction. This allows us to specifically retrieve images that are
required to overcome the challenges of SfM. Our resulting reconstructions
from unordered Internet photo collections show high geometric detail while
also conveying the structure of the entire scene. An example of the retrieval
is shown in Figure 1 and a sample reconstruction is shown in Figure 2.
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