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Correlation filters have been used in tracking tasks recently because of the
high efficiency [1, 2]. However, the conventional correlation filter based
trackers cannot deal with occlusion. In this paper, we propose a novel track-
ing method which track objects based on parts with multiple correlation
filters. Extensive experiments have been done to prove the effectiveness of
our method.

Our key idea is to adopt the correlation filters as part classifiers. Hence,
the part evaluation speed can be fast. Our contribution is to develop new
criteria to measure the performance of different parts, and assign proper
weights to them. Specifically, we propose to use Smooth Constraint of Con-
fidence Maps as a criterion to measure how likely a part is occluded. Be-
sides, we developed the spatial layout constraint method to: 1) effectively
suppress the noise caused by combining of individual parts, 2) estimate the
correct size of bounding box when the target is occluded.

The location of the target object is given in the 1st frame of the video,
and the tracker is then required to track the object (by predicting a bounding
box containing the object) from the 2nd frame to the end of the video. The
target is divided into several parts. For each part of the object we run an
independent KCF tracker [2] that outputs a response map. The maps are
then combined to form a single confidence map for the whole target that is
used in the Bayesian inference framework [3, 4].

For correlation filter based classifier, the peak-to-sidelobe ratio (PSR)
(Eq. 3) can be used to quantify the sharpness of the correlation peak. In
addition, for tracking problems, the temporal smoothness property is helpful
for detecting whether the target is occluded. Taking this observation into
consideration and as validated from our experiments, we propose that the
smooth constraint of confidences maps should be considered for the weight
parameters. We define the smooth constraint of confidence maps (SCCM)
in Eq. 4. The joint confidence map at the 7-th frame is defined as:

N
C' =Y Wil (6]
i=1

where fé(i) is the confidence map of the i-th part at time ¢. p(i) denotes

the relative position of part response in the joint confidence map C'; it is
determined by the maximum value of the part confidence map. N is the
number of parts used to divide the target. w! is the weight parameter of
corresponding part.
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where, i; and o; are the mean and the standard deviation of the i-th con-
fidence map respectively. 7 is the trade-off between correlation sharpness
and smoothness of confidence maps; in our experiments, it is simply set as
1. @ means a shift operation of the confidence map, and A denotes the cor-
responding shift of maximum value in confidence maps from frame  — 1 to
t. f;a)l and fé o) denote the individual response maps of part i.

A threshold is used to adaptively update each part tracker separately.
The learning rate for the model is set proportional to the weight value (Eq.
2).
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Figure 1: Each part tracker independently tracks the corresponding part
and outputs a response map. The separate response maps are combined by
Eq. 1. We track the whole target based on the joint confidence map in the
Bayesian inference framework.
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we carry out the tracking problem as a Bayesian inference task. Let

s' denote the state variable describing the affine motion parameters of an

object at the time ¢ (e.g. location or motion parameters) and define 0" =

[o1 02,0 ] as a set of observations with respect to joint confidence map-

s. The optimal state § is computed by the maximum a posterior (MAP)
estimation

§' = argmax p(s;|0")
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where ', is the state of the j-th sample. The observation model p(o'[s')
denotes the likelihood of the observation of at state s'. Maximizing the
posterior in Eq. 7 is equivalent to maximizing the likelihood p(o'|s").

We introduce a spatial layout constraint mask to enforce the spatial con-
straint. Hence, the observation model is constructed by

p(ls') = Wl,lzc%s') oM ®)

where © is the element-wise production. M’ is a spatial layout constraint
mask built by N cosine windows which gradually reduce the pixel values
near the edge to zero. The relative positions of these cosine windows are
determined by the maximum value of corresponding part response maps.
The size of cosine window is determined by the size of tracking part. |M|
is the number of pixels within the mask. C'(s") means a candidate sample.
From the experiment results we can see that our method performs better
or at least comparable with the other state-of-the-art trackers. Our conclu-
sion is that by using the adaptive weighting, updating and structural masking
methods, our tracker is robust to occlusion, scale and appearance changes.
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