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Figure 1: Our SegDeepM exploits appearance, context and segmentation.

In the past two years, Convolutional Neural Networks (CNNs) have rev-
olutionized computer vision. They have been applied to a variety of general
vision problems, such as recognition [4, 6], stereo [7], flow [9], etc, consis-
tently outperforming past work. This is mainly due to their high generaliza-
tion power achieved by learning complex, non-linear dependencies across
millions of labelled examples.

For object detection, a successful approach has been to generate a large
pool of candidate boxes [8] and classify them using CNNs [4]. Our approach
builds on this work. The quality of such a detector thus largely depends on
the quality of the object hypotheses. Interestingly, however, using much bet-
ter proposals obtained via a high-end bottom-up segmentation approach [5]
has resulted only in small improvements in accuracy.

In this paper, we show how to exploit a small number of accurate ob-
ject segment proposals in order to significantly improve object detection
performance. We frame the detection problem as inference in a Markov
Random Field (Figure 1), in which each detection hypothesis scores object
appearance as well as contextual information using CNNs. Following [3],
we allow each hypothesis to choose and score a segment out of a small pool
of accurate object segmentation proposals. This enables our approach to
place more accurate object bounding boxes in parts of the image where ob-
ject segmentation [2] exists or where strong contextual cues are available.
We additionally show that a significant performance boost can be obtained
by a sequential approach, where the network iterates between adjusting its
spatial scope (the bounding box) and classifying its content. This strategy
reduces the dependency on the initial candidate boxes obtained by [8] and
enables our approach to recover from the potentially bad initial localization.

Following R-CNN [4], we compute Selective Search boxes [8] yielding
approximately 2000 object candidates per image. For each box we extract
the last feature layer of the CNN network [6], that is fine-tuned on the PAS-
CAL dataset as proposed in [4]. We also fine-tune another CNN network
on boxes enlarged by a fixed percentage on both directions. This network
is meant to capture the contextual information around the object. We use
these features as potentials in our MRF. We obtain object segment proposals
via the CPMC approach [1], although our approach is independent of this
choice. Following [2], we take the top 150 proposals given by an object-
independent ranker, and train class-specific classifiers for all classes of in-
terest by the second-order pooling method O2P [2]. We remove all segments
that have less than 1500 pixels. Our method makes use of these segments
along with their class-specific scores. We use several potentials in our MRF
capturing compatibility between the candidate detection hypothesis and a
segment. These potentials count the number of segment pixels contained in-
side and outside the box, as well as the number of background pixels inside
and outside. The segmentation potentials encourage a detection hypotheses
to tightly fit around object segmentation if it’s available for an image.
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Figure 2: We show the top scoring detections for each ground-truth class.
For our method, we also show the segment chosen by our model.

We evaluate our model, called segDeepM, on PASCAL VOC 2010 val
and show that it outperforms the baseline R-CNN [4] approach by 3.2% in
Table 1. The table evaluates each potential function used, which we de-
note with seg (segmentation) and expanded network exp (context). We also
compare our iterative bbox regression approach, referred to as ibr, to the
standard bbox regression, referred to as br, [4]. We get a total of 5% im-
provement by incorporating contextual information at the cost of doubling
the running time of the method. On PASCAL VOC 2010 test, our method
achieves 4.1% improvement over R-CNN and 1.4% over the current state-
of-the-art. The results and comparison with other methods from the PAS-
CAL Leaderboard are in Table 1. Fig. 2 shows a qualitative example.

l \ mAP‘ l \ seg exp ibr br \ mAP‘
segDeepM-16 layers | 67.2 RCNN 58.8
segDeepM-8 layers 57.8 segDeepM | +/ 59.8
BabyLearning 63.8 segDeepM Vv 61.8
R-CNN (breg)-161y. | 62.9 segDeepM | / / 62.2
R-CNN-16 layers 59.8 RCNN Vv | 62.0
Feature Edit 56.4 segDeepM | / V| 624
R-CNN (breg) 53.7 segDeepM Vv V| 644
R-CNN 50.2 segDeepM | / V/ Vv | 645

Table 1: Left: State-of-the-art detection results (in %AP) on PASCAL
VOC 2010 rest. The 16 layer models adopt OxforNet, the rest use 8-layer
AlexNet. Right: Detection results (in % AP) on PASCAL VOC 2010 val
for RCNN and segDeepM using 16 layer OxfordNet CNN.
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