
Associating Neural Word Embeddings with Deep Image Representations using Fisher Vectors

Benjamin Klein, Guy Lev, Gil Sadeh, Lior Wolf
The Blavatnik School of Computer Science, Tel Aviv University.

In recent years, the problem of associating a sentence with an image
has gained a lot of attention. This work continues to push the envelope and
makes further progress in the performance of image annotation and image
search by a sentence tasks. In this work, we are using the Fisher Vector as a
sentence representation by pooling the word2vec embedding of each word
in the sentence.

The Fisher Vector [7] is an advanced pooling technique, which provided
state-of-the-art results on many different applications in computer vision.
The Fisher Vector of a set of local descriptors is obtained as a concatenation
of gradients of the log-likelihood of the descriptors in the set with respect to
the parameters of a Gaussian Mixture Model that was fitted on a training set
in an unsupervised manner. Many different improvements were suggested
for the Fisher Vector but all of them are in the context of the Gaussian Mix-
ture Model. In [2], Jia et al. showed empirically that the statistics of gradient
based image descriptors, such as SIFT, often follow a heavy-tailed distribu-
tion which suggests that a Gaussian distribution does not capture well the
descriptors’ distribution, and that the Euclidean distance is not a suitable
distance. Motivated by their findings, this paper presents and evaluates new
variants of Fisher Vectors that are based on the Laplacian distribution.

By using the common assumption in the Fisher Vector that the covari-
ance matrix is a diagonal one, we define the multivariate Laplacian distribu-
tion and the Laplacian Mixture Model (LMM). We explain how to fit a LMM
by deriving the Expectation-Maximization (EM) equations and supply the
Fisher Vector definition for this model. Similar to [7], we approximate the
diagonal of the Fisher Information Matrix in order to normalize the dynamic
range of the different dimensions in the Fisher Vector variant presented.

In order to gain the benefits of the two distributions in a single model,
we define a new distribution, the Hybrid Gaussian-Laplacian distribution,
which can be seen as a weighted geometric mean of the Gaussian and Lapla-
cian distributions. As before, we define the Hybrid Gaussian-Laplacian
Mixture Model (HGLMM), derive the EM equations for fitting a HGLMM
model, derive the Fisher Vector definition and approximate the diagonal of
the Fisher Information Matrix.

We employ the new variants of the Fisher Vectors for tasks that match
texts with images. In our experiments, the images are represented by the
VGG [8] Convolutional Neural Network as a single vector. The text is rep-
resented as a set of vectors obtained by the word2vec method. This set is
converted to a Fisher Vector based on one of the distributions: GMM, LMM,

Image search Image annotation Sentence
r@1 r@5 r@10 median mean r@1 r@5 r@10 median mean mean

rank rank rank rank rank
DFE [4] 10.3 31.4 44.5 13.0 NA 16.4 40.2 54.7 8.0 NA NA
BRNN [3] 15.2 37.7 50.5 9.2 NA 22.2 48.2 61.4 4.8 NA NA
SC-NLM [5] 16.8 42.0 56.5 8.0 NA 23.0 50.7 62.9 5.0 NA NA
NIC [9] 17.0 NA 57.0 7 .0 NA 17.0 NA 56.0 7.0 NA NA
m-RNN [6] 12.6 31.2 41.5 16.0 NA 18.4 40.2 50.9 10.0 NA NA
LRCN [1] 14.0 34.9 47.0 11.0 NA NA NA NA NA NA NA
Mean Vec 20.5 46.3 59.3 6.8 32.4 24.8 52.5 64.3 5.0 27.3 16.3
GMM 23.9 51.6 64.9 5.0 24.8 33.0 60.7 71.9 3.0 19.0 15.1
LMM 23.6 51.2 64.4 5.0 25.2 32.5 59.9 71.5 3.2 19.2 15.6
HGLMM 24.4 52.1 65.6 5.0 24.5 34.4 61.0 72.3 3.0 18.1 14.7
GMM+HGLMM 25.0 52.7 66.0 5.0 23.7 35.0 62.0 73.8 3.0 17.4 14.2

Table 1: Results on the Flickr30K benchmark. Shown are the recall rates at 1,5 and 10 retrieval results (higher is better). Also shown, the mean and
median rank of the first ground truth (lower is better). There are three tasks: image annotation, image search, and sentence similarity. We compare the
results of [1, 3, 4, 5, 6, 9] to the mean vector baseline and to Fisher Vectors based on GMM, LMM and HGLMM. In addition we report results for the
combination of the GMM and HGLMM Fisher Vectors.

This is an extended abstract. The full paper is available at the Computer Vision Foundation
webpage.

or HGLMM. Text to image matching is done using the Canonical Corre-
lations Analysis algorithm. This combination of methods proves to be ex-
tremely potent as we achieve state-of-the-art results for both the image an-
notation and the image search by a sentence tasks on four benchmarks: Pas-
cal1K, COCO, Flickr8K, and Flickr30K (Table 1).
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