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Figure 1: Double random walkers with the repulsive restart rule. Red and
blue walkers move interactively to divide a point set into two clusters. The
top two rows depict the probability distributions of the red and blue walkers,
and the bottom row shows the clustering results. The clustering decides that
a point belongs to the red cluster, if the red walker has a higher probability
at the point than the blue walker.
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Figure 2: A repulsive MRW process of foreground and background walk-
ers in an image. The input image is shown in the lower right corner. At
each time instance 7, from top to bottom, the probability distributions of the
foreground and background walkers, and the segmentation result are shown.
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A random walk, a process in which a walker moves randomly from one node
to another in a graph, can be used to analyze the underlying data structure
of the graph. Whereas the conventional random walk theory describes the
movements of a single walker (or agent), we propose a system of multiple
random walkers (MRW) to simulate multiple agents on a graph simultane-
ously. Those agents traverse the graph according to a transition matrix, but
they also interact with one another to achieve a desired goal. Our MRW
system can support a variety of interactions by employing different restart
rules. In particular, we develop the repulsive restart rule for data clustering.
With this restart rule, as the random process continues, multiple agents re-
pel one another and form their own dominant regions. Eventually, the power
balance among the agents is achieved, and their distributions converge. By
comparing the stationary distributions, clustering can be achieved.

Figure 1 illustrates an MRW process of double random walkers with the
repulsive restart rule. In Figure 1(a), the top two rows show initial probabil-
ity distributions of the red and blue walkers, which are randomly generated.
The bottom row is the result of the clustering. The clustering result at t = 0
is meaningless. However, as the iteration goes on, each walker repels the
other walker, while forming a dominant cluster region. Consequently, the
probability distributions of the two walkers converge, respectively, and the
power balance between the walkers is achieved. By comparing those prob-
abilities at each node, we obtain the clustering result in Figure 1(f), which
coincides with the intuitive clustering of the human visual system.

Figure 2 illustrates the repulsive MRW process in an image, which is
shown in the lower right corner. In Figure 2(a), the top two rows show the
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Figure 3: The evolution of foreground distributions in the multi-pass clus-
tering. As the passes go on, the Taj Mahal is more clearly highlighted.

initial probability distributions of the foreground and background walkers,
based on the center prior, respectively. The bottom row is the segmentation
result. At early stages, the foreground region is identified around the image
center due to the initial distributions. However, as the iteration continues,
the foreground walker explores nearby similar nodes, while competing with
the background walker. The repulsive restart rule facilitates discriminative
clustering. Finally, in Figure 2(e), the probability distributions converge,
and we obtain a satisfactory segmentation result that extracts the bear faith-
fully.

We apply the proposed MRW system to the problem of segmenting sim-
ilar images jointly. Recently, attempts to extract common foreground objects
from a set of similar images have been made. This approach, called coseg-
mentation, was first addressed by Rother et al.[3] and has been researched
actively. For cosegmentation, we introduce the notion of concurrence dis-
tribution, which represents the similarity of each node in an image to fore-
ground objects in the other images. Then, the MRW clustering is performed
by incorporating the concurrence distribution into the repulsive restart rule.
As examplified in Figure 3, multiple executions of the inter-image concur-
rence computation and the intra-image MRW clustering discover foreground
objects in images more clearly. Experimental results show that the proposed
MRW algorithm improves the segmentation accuracy significantly, as com-
pared with recent state-of-the-art cosegmentation techniques [2, 4, 5, 6], on
the iCoseg dataset [1].

[1] D.Batra, A. Kowdle, D. Parikh, Jiebo Luo, and Tsuhan Chen. iCoseg: Interactive
co-segmentation with intelligent scribble guidance. In Proc. IEEE CVPR, pages
3169-3176, 2010.

[2] A. Joulin, F. Bach, and J. Ponce. Discriminative clustering for image co-
segmentation. In Proc. IEEE CVPR, pages 1943-1950, 2010.

[3] C. Rother, T. Minka, A. Blake, and V. Kolmogorov. Cosegmentation of image
pairs by histogram matching - incorporating a global constraint into MRFs. In
Proc. IEEE CVPR, pages 993-1000, 2006.

[4] J.C. Rubio, J. Serrat, A. Lopez, and N. Paragios. Unsupervised co-segmentation
through region matching. In Proc. IEEE CVPR, pages 749-756, 2012.

[5] S. Vicente, C. Rother, and V. Kolmogorov. Object cosegmentation. In Proc.
IEEE CVPR, pages 2217-2224, 2011.

[6] Fan Wang, Qixing Huang, and L.J. Guibas. Image co-segmentation via consistent
functional maps. In Proc. IEEE ICCV, pages 849-856, 2013.


http://www.cv-foundation.org/openaccess/CVPR2015.py
http://www.cv-foundation.org/openaccess/CVPR2015.py

