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Figure 1: Motivation of our work. Note that our motion part regularization
framework generate discriminativeness weighted Fisher vector representa-
tion, which is more discriminative than the un-weighted traditional Fisher
vector.
Dense local trajectories have been successfully used in action recognition.
However, for most actions only a few local motion features (e.g., critical
movement of hand, arm, leg etc.) are responsible for the action label. There-
fore, highlighting the local features which are associated with important mo-
tion parts will lead to a more discriminative action representation.

Inspired by recent advances in sentence regularization for text classi-
fication, we introduce a Motion Part Regularization framework (as shown
in Figure 1) to mine for discriminative groups of dense trajectories which
form important motion parts. For such a purpose, we first cluster dense tra-
jectories into spatio-temporal groups, which are called motion parts in this
work. Then, we propose a simple yet effective learning approach which can
select discriminative motion parts in a soft manner, i.e., to assign a weight
to each motion part to indicate its discriminativeness and use these learned
weights for more discriminative action representation by attenuating the of
effect of irrelevant motion parts. Our method is inspired by the recent work
called Sentence Regularization for document classification [1]. In [1], the
key observation is that the text words in only a few sentences are relevant
to the document label, which is very similar to the action recognition sce-
nario: only a few motion parts that are associated with important moving
body parts such as hand, arm, leg, etc., convey high discriminative infor-
mation. In this sense, each motion part can be regarded as a sentence that
contains a set of local trajectory features which are indexed into some visual
words. For an action video, this results in tens of thousands of motion parts
(sentences), and the visual words within these sentences are shared, i.e., we
have overlapping groups of visual words. To select discriminative local mo-
tion part/trajectory group, for each local motion feature in each group we
introduce an auxiliary variable, which can be regarded as a local copy of
the global weight of the visual word it belongs to. The introduction of these
local copies helps to convert the overlapping group lasso feature selection
problem (which is not efficient to solve) to a non-overlapping group lasso
problem. We thus introduce a simple yet effective alternative optimization
scheme to simultaneously optimize the global classifier model weights as-
sociated with the visual words and the local copies of these weights. Our
learning model is derived as follows.

First, we use the logistic regression function:

L(w,b) =−
D

∑
d=1

log
(

1+ exp
(
− yd(wT xd +b)

))
. (1)

This is an extended abstract. The full paper is available at the Computer Vision Foundation
webpage.

We assume the entries of w form G groups (i.e., trajectory groups). A
key observation is that our trajectory groups are formed locally and therefore
they are heavily overlapping. In other words, as the visual word vocabulary
is globally defined, each visual word may occur in many motion parts (tra-
jectory groups). Mathematically, we use d to index over video samples and
p to index over motion parts (trajectory groups) within a video sample. We
further denote by Pd the number of motion parts in action video d. Group
lasso on w can be expanded as:

Ωgl(w) =
D

∑
d=1

Pd

∑
p=1
‖wd,p‖2, (2)

where wd,p corresponds to the sub-vector of w such that the corresponding
features (visual words) are present in motion part p of video d, i.e., different
wd,p vectors may have heavy overlap. The key idea is to introduce a set
of auxiliary variables v to de-overlap the groups {wd,p}. Each entry of
v defines a weight for each local trajectory feature, thus the length of the
vector v is the total number (denoted by N) of dense trajectories extracted
over the entire training video set. In other words, each v j ( j ∈ {1, · · · ,N})
can be regarded as a local copy of the associated entry in w according to
the visual word that the j-th (of the entire training trajectory set) trajectory
feature is indexed to. v can be also decomposed into {vd,p}. Each vd,p is
associated with the trajectory features in the p-the motion part (trajectory
group) of the d-th video, in the similar way that wd,p is defined. Namely,
each vd,p can also be regarded as a local copy of its corresponding wd,p. The
dimensionality of vd,p will be identical to the size (number of trajectories)
of the motion part (d, p), with one dimension per word token. Using the
auxiliary variable v, sparse group (motion part) selection could be enforced
by the following regularizer:

Ωgl(v) =
D

∑
d=1

Pd

∑
p=1
‖vd,p‖2, (3)

and since each vd,p is just a local copy of wd,p and its elements are not
shared by other vd′,p′ (d 6= d′, p 6= p′), the original overlapping lasso prob-
lem is converted into a non-overlapping one. What remains is to enforce
each v j ( j ∈ {1, · · · ,N}) to agree with its corresponding entry in the global
model coefficient vector w. To achieve this, we introduce an assignment
matrix M. M is a N×V binary matrix, such that Mi, j = 1 if the local tra-
jectory feature i is indexed to visual word j and 0 otherwise. The integrated
learning objective for motion part selection is formulated as:

min
w,b,v

L(w,b)+λl‖w‖1 +λgl

D

∑
d=1

Pd

∑
p=1
‖vd,p‖2 +β‖v−Mw‖2

2, (4)

where the four terms refer to discriminativeness, sparsity, group sparsity and
global-local agreement terms, respectively.

Then, we propose an alternative optimization algorithm to efficiently
solve this objective function by introducing a set of auxiliary variables which
correspond to the discriminativeness weights of each motion part (trajectory
group). These learned motion part weights are further utilized to form a dis-
criminativeness weighted Fisher vector representation for each action sam-
ple for final classification. The proposed motion part regularization frame-
work achieves the state-of-the-art performances on several action recogni-
tion benchmarks.
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