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AD: Abby gets in the
basket.

Mike leans over and sees
how high they are.

Abby clasps her hands
around his face and
kisses him passionately.

Script: After a moment
a frazzled Abby pops up
in his place.

Mike looks down to see
– they are now fifteen
feet above the ground.

For the first time in
her life, she stops think-
ing and grabs Mike and
kisses the hell out of
him.

Figure 1: Audio description (AD) and movie script samples from the movie
“Ugly Truth”.

Audio Descriptions (ADs) provide linguistic descriptions of movies and al-
low visually impaired people to follow a movie along with their peers. Such
descriptions are by design mainly visual and naturally form an interesting
data source for computer vision and computational linguistics. ADs are pre-
pared by trained describers and read by professional narrators. More and
more movies are audio transcribed, but it may take up to 60 person-hours to
describe a 2-hour movie. Consequently, only a small subset of movies and
TV programs are available for the blind, thus automating AD would be a
noble task. In addition to the benefits for the blind, generating descriptions
for video is an interesting task in itself requiring to understand and combine
core techniques of computer vision and computational linguistics.

To be able to learn how to generate descriptions of visual content, par-
allel datasets of visual content paired with descriptions are indispensable.
While recently several large datasets have been released which provide im-
ages with descriptions [3, 4], video description datasets focus on short video
snippets only and are limited in size [1] or not publicly available. TACoS
Multi-Level [5] and YouCook [2] are exceptions by providing multiple sen-
tence descriptions and longer videos, however they are restricted to the
cooking scenario. In this work we propose a novel dataset which contains
transcribed ADs, which are temporally aligned to full length HD movies.
We also collected the aligned movie scripts which have been used in prior
work and compare the two different sources of descriptions (see Figure
1). Movies are open domain and realistic, even though, as any other video
source (e.g. YouTube or surveillance videos), have their specific characteris-
tics. ADs and scripts associated with movies provide rich multiple sentence
descriptions. This opens new possibilities to understand stories and plots
across multiple sentences in an open domain large scale scenario.

In total the MPII Movie Description dataset (MPII-MD) contains a par-
allel corpus of over 68K sentences and video snippets from 94 HD movies
(see Table 1). 55 movies are aligned to ADs, while 39 are aligned only
to scripts and 11 to both scripts and ADs. We characterize the dataset by
benchmarking different approaches for generating video descriptions. First
are nearest neighbour retrieval using state-of-the-art visual features which
do not require any additional labels, but retrieve sentences from the training
data. Second, we adapt the approach of [6] by automatically extracting the
semantic representation from the sentences using semantic parsing.

Figure 1 shows examples of ADs and compares them to movie scripts.
Scripts have been used for various tasks, but so far not for video description.
The main reason for this is that automatic alignment frequently fails due
to the discrepancy between the movie and the script. Even when perfectly
aligned to the movie it frequently is not as precise as ADs because it is usu-

This is an extended abstract. The full paper is available at the Computer Vision Foundation
webpage.

Unique Total Total Average Total
movies sentences clips length length

AD 55 37,272 37,266 4.1 sec. 42.5 h.
Movie script 50 31,103 31,071 3.6 sec. 31.1 h.
Total 94 68,375 68,337 3.9 sec. 73.6 h.

Table 1: MPII Movie Description dataset statistics.

Correctness Relevance

ADs 66.1 (35.7 ) 66.6 (44.9 )
Movie scripts 33.9 (11.2 ) 33.4 (16.8 )

Table 2: Human evaluation of ADs and movie scripts: which sentence is
more correct/relevant with respect to the video. Majority vote of 5 judges in
%. In brackets: at least 4 of 5 judges agree.

ally produced prior to the shooting of the movie. A typical case is that part
of a sentence is correct, while another part contains irrelevant information.
We compare ADs and script data using 11 movies from our dataset where
both are available. For these movies we select the overlapping time intervals
with the intersection over union overlap of at least 75%. We ask humans via
Amazon Mechanical Turk (AMT) to compare the sentences with respect to
their correctness and relevance to the video, using both video intervals as
references (one at a time). Each task was completed by 5 different human
subjects. Table 2 presents the results of this evaluation. ADs are ranked
as more correct and relevant in about 2/3 of the cases, which supports our
intuition that scrips contain mistakes and irrelevant content even after being
cleaned up and manually aligned.

Our dataset is available at www.mpii.de/movie-description. We will re-
lease sentences, temporal alignments, video snippets (with audio), semantic
parser outputs, and intermediate computed features. We hope that this will
foster research in different areas including video description, activity recog-
nition, visual grounding, and understanding of plots.
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