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Figure 1: Retrieval examples of the PSB/SBSR dataset [2]. The cyan de-
notes the correct retrievals.

Retrieving 3D models from 2D human sketches (Fig. 1) has received con-
siderable attention in the areas of graphics, image retrieval, and computer
vision. However, directly matching 2D sketches to 3D models suffers from
significant differences between the 2D and 3D representations.

Almost always in state of the art approaches a large amount of “best
views” are computed for 3D models, with the hope that the query sketch
matches one of these 2D projections of 3D models using predefined fea-
tures. We argue that this two stage approach (view selection — matching)
is pragmatic but also problematic because the “best views” are subjective
and ambiguous, which makes the matching inputs obscure. This imprecise
nature of matching further makes it challenging to choose features manually.

Instead of relying on the elusive concept of “best views” and the hand-
crafted features, we propose to define our views using a minimalism ap-
proach and learn features for both sketches and views. Specifically, we dras-
tically reduce the number of views to only two predefined directions for the
whole dataset. Once the viewpoints are chosen, we use closed boundaries
and Suggestive Contours to render line drawings.

This seeming radical approach triumphs only when the features are
learned properly. In principle, this can be regarded as learning represen-
tations between sketches and views by specifying similarities, which gives
us a semantic level matching. To achieve this goal, we need comprehensive
shape representations rather than the combination of a bunch of shallow fea-
tures that only capture the low level visual information.

Our model is based on the Siamese network [1]. A Siamese network
is a particular neural network architecture consisting of two identical sub-
convolutional networks. The goal of the network is to make the output vec-
tors similar if input pairs are labeled as similar, and dissimilar for the input
pairs that are labeled as dissimilar.

Since the sketches and the rendered line drawings have distinctive in-
trinsic properties, we use two Siamese networks, one for the sketches and
one for the rendered line drawings (Fig. 4). The loss function is defined on
the within-domain as well as the cross domain similarities.

L(s1,52,v1,v2,¥) = L(s1,52,y) +L(v1,v2,¥) +L(s1,v1,), (€]
where L(-,-,-) is defined by L(s1,s2,y) = (1 —y)aD2, 4y exp(yD,). This
two models strategy gives us more power to capture different properties in
different domains (Fig. 3).

Our experiments on three large datasets [2, 3] demonstrated that our
method is significantly better than state of the art approaches (Fig. 2), and
outperforms them in all conventional metrics.

This is an extended abstract. The full paper is available at the Computer Vision Foundation
webpage.
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Figure 2: Performance comparison on SHREC’13. Please refer to [3] for
the descriptions of the compared methods.
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Figure 3: Dimension reduction using Siamese network.
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Figure 4: Visualization of feature space on SHREC’13. Sketch and view
feature points are shown by green & yellow, respectively.
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