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Both parametric [6] and non-parametric approaches [6, 7] have demon-
strated encouraging performances in the human parsing task, namely seg-
menting a human image into several semantic regions (e.g., hat, bag, left
arm, face). In this work, we aim to develop a new solution with the advan-
tages of both methodologies, namely supervision from annotated data and
the flexibility to use newly annotated (possibly uncommon) images, and
present a quasi-parametric human parsing model.

Under the classic K Nearest Neighbor (KNN)-based nonparametric frame-
work, the parametric Matching Convolutional Neural Network (M-CNN) is
proposed to predict the matching confidence and displacements of the best
matched region in the testing image for a particular semantic region in one
KNN image. As shown in Fig. 1, given a testing image, we first retrieve
its KNN images from the annotated/manually-parsed human image corpus.
Then each semantic region in each KNN image is matched with confidence
to the testing image using M-CNN. Reliable matching between an input im-
age and a KNN region is challenging, because the matching needs to handle
the large spatial variance of semantic regions. For example, the bags can
be placed on the left, right or in front of the human body. The proposed
M-CNN is able to achieve accurate multi-ranged matching. As shown in
Fig. 1, M-CNN contains three paths, i.e., two single image convolutional
paths and a cross image convolutional path. The single image convolutional
path receives the input image or a particular KNN region, and produces its
discriminative hierarchical feature representations layer by layer. The cross
image convolutional path embeds cross image filters into every convolu-
tional layer to characterize the multi-ranged matching. The cross image fil-
ters are applied to all feature maps in previous convolutional layers, includ-
ing the single image feature maps and cross image feature maps. Because
the scale of receptive fields of the feature maps increase when tracing up the
M-CNN, the cross image matching filters capture the displacements from
the near-range to the far-range. Therefore the feature maps from the cross
image convolutional path can well represent the displacements. Because
the feature maps generated by the two single image convolutional paths are
excellent feature representations, their absolute difference maps are calcu-
lated as another measurement of the displacements. The difference maps are
combined with the cross image feature maps and then link to the subsequent
fully connected layers. Finally, the matching confidence and displacements
are regressed. Then, the matched regions from all KNN images are fur-
ther fused, followed by a superpixel smoothing procedure to obtain the ulti-
mate human parsing result. Comprehensive evaluations over a large dataset
with 7,700 annotated human images well demonstrate the significant perfor-
mance gain from the quasi-parametric model over the state-of-the-arts [6, 7],
for the human parsing task.

Table 1: Comparison of parsing performances with several architectural
variants of our model (cross image matching filters embedded into differ-
ent convolutional layers, with and without superpixel smoothing) and two
state-of-the-arts.

Method AccuracyF.g. accuracyAvg. precisionAvg. recallAvg. F1

Yamaguchi et al. [6] 84.38 55.59 37.54 51.05 41.80
PaperDoll [7] 88.96 62.18 52.75 49.43 44.76

Siamese [1] 85.24 56.42 50.27 48.88 47.08
M-CNN (w/o cross) 88.30 69.84 58.63 59.52 56.99
M-CNN (cross 5 ) 88.62 69.88 60.89 60.47 58.07

M-CNN (cross 5,4 ) 89.41 72.44 58.93 63.16 60.03
M-CNN (cross 5,4,3 ) 88.97 70.84 60.27 62.23 60.36

M-CNN 89.57 73.98 64.56 65.17 62.81
M-CNN (cross 5,4,3,2,1 ) 89.42 71.86 63.13 63.49 61.53

M-CNN(w/0 ss ) 87.08 71.73 55.88 65.32 59.39

This is an extended abstract. The full paper is available at the Computer Vision Foundation
webpage.
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Figure 1: The architecture of the proposed Matching Convolutional Neural
Network (M-CNN) with parameters shown.
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Figure 2: Comparison of our parsing results with the PaperDoll Method. For
each image, we show the testing image, parsing results by PaperDoll [7], our
“M-CNN” sequentially.

We use the dataset in [5] pixel-wisely labeled by the 18 categories de-
fined by Daily Photos dataset [2]. We compare our M-CNN based quasi-
parametric human parsing framework with two state-of-the-arts: Yamaguchi
et al. [6] and PaperDoll [7]. Our “M-CNN" significantly outperforms these
two baselines by over 21.01% for Yamaguchi et al. [6] and 18.05% for Pa-
perDoll [7]. This verifies the effectiveness of our end-to-end M-CNN based
quasi-parametric framework. We also extensively explore different CNN ar-
chitectures to demonstrate the effectiveness of each component in M-CNN
more transparently. The architecture of M-CNN is shown in Fig. 1 and other
variants are constructed by gradually adding/eliminating the cross image fil-
ters in different layers. M-CNN contains 4 cross image matching filters from
layers conv2 to conv5. “M-CNN (cross 5,4,3,2,1)” is obtained by adding
11× 11× 6 cross image filters in the “conv1” layer to the “M-CNN”. Fig.
2 shows the comparison between M-CNN and PaperDoll [7]. The results
demonstrate that our method can successfully predict the label maps with
small regions, which can be attributed to the reliable label transferring from
the KNN regions.
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