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Previously, action proposals [1, 2] are generated based on video segmenta-
tion [3] which itself is a challenging problem. Moreover, it is difficult to
efficiently and accurately segment the human action from the clutter video
sequences. In this paper, we present an approach to efficiently propose ac-
tion candidates of generic type in unconstrained videos without video seg-
mentation. Each proposed action candidate corresponds to a temporal series
of spatial bounding boxes, i.e., a spatio-temporal video tube, which locates
the potential action in the video.

For many video analytics tasks, e.g., action detection [4] and action
search [5], we argue that a quick generation of action proposals is of great
importance, because sophisticated action recognition can focus on the ac-
tion proposals rather than the whole video to save computational cost and
improve the performance, similar to the benefits of using object proposals
for object detection and recognition.

Despite the success of object proposals, generating action proposals in
videos is however a more challenging problem due to two reasons. First, dif-
ferent from objectness measure that relies on visual appearance only, action
proposals need to take both appearance and motion cues into consideration.
For example, actions should be coupled with human with meaningful mo-
tion. However, due to the diversity and variations of human actions, it is
difficult to learn the actionness measure that can well differentiate human
actions from the background clutters and other dynamic motions, which are
quite common in unconstrained videos. Second, the candidate number of
action proposals can be much larger than that of the object proposals. Giv-
en a video of size M×N×T , even with the fixed size bounding box, the
candidate number of action proposals can be as large as O(MNT kT ) [6],
where k is the number of spatial neighbors a bounding box will consider to
link in the next frame, which controls the smoothness of the action proposal
tube. As the spatial extent of the action can vary across frames, if we con-
sider a flexible bounding box size, it becomes an even much larger size of
O(M2N2T kT ). As a result, it is computationally infeasible to explore the
full candidate set to pick action proposals.

To address the above two challenges when generating the action propos-
als, denoted as P, we formulate the problem based on the maximum set cov-
erage problem [7]. Each action candidate (or path) p(i) can be considered as
a set with the bounding box b(i) as its element, i.e., p(i)= {b(i)ts ,b(i)ts+1, · · · ,b

(i)
te }

where ts and te are the start frame and end frame of the path, respectively.
We want to maximize the following function:

max
P⊂S ∑

bt∈∪p(i)

w(bt) (1)

s.t. |P| ≤ K, (2)

O(p(i),p( j))≤ δp, ∀p(i),p( j) ∈ P, i 6= j. (3)

The first constraint (Eq. 2) is to set the maximum number of action propos-
als as K while the second constraint (Eq. 3) is to avoid generating redundant
action proposals that are highly overlapped. More specifically, we first per-
form human and motion detection to generate candidate bounding boxes (bt )
that may cover the human action in each frame. After picking up the bound-
ing boxes of high “actionness” scores w(bt), we utilize the max sub-path
search algorithm to locate the top-N maximal spatio-temporal paths based
on “actionness” score. Due to the spatio-temporal redundancy in the video,
many high quality paths may largely overlap with each other as the example
shown in Fig. 1. The red paths illustrate three detected action proposals.
But the green paths and blue path which significantly overlap with path 1
are redundant paths and should be removed. To pick the action proposals, a
greedy based search algorithm is performed to select a set of action propos-
als P that can maximize the overall actionness score in Eq. 1.
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Figure 1: An illustration of action proposals. The red paths in the upper
figure represent three detected action proposals, where each action proposal
corresponds to a series of bounding boxes in the video space. The green and
blue paths, which have large spatial-temporal overlap with the red paths,
should be removed for the path diversity.

To evaluate the performance of our action proposals, we test two bench-
mark datasets, MSR II and UCF 101. We notice that a small number of
action proposals, e.g., 2000 proposals for all the 54 video clips in MSRI-
I dataset, can already provide promising recall rate. Also, based on our
action proposals, we can obtain state-of-the-art action detection and action
search results in MSRII dataset compared with existing results. Moreover,
the competitive result on UCF 101 dataset validates that our action proposal
can well track the actions in unconstrained videos. Last but not the least,
compared with existing action proposal approaches, our action proposals do
not rely on video segmentation and can be generated in nearly real-time on
a normal desktop PC.
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