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We propose a simple and useful idea based on cross-ratio constraint [3] for
wide-baseline matching and 3D reconstruction. Most existing methods ex-
ploit feature points and planes from images. Lines have always been consid-
ered notorious for both matching and reconstruction due to the lack of good
line descriptors. We propose a method to generate and match new points us-
ing virtual lines constructed using pairs of keypoints, which are obtained us-
ing standard feature point detectors. We use cross-ratio constraints to obtain
an initial set of new point matches, which are subsequently used to obtain
line correspondences. We develop a method that works for both calibrated
and uncalibrated camera configurations.

Cross-Ratio: In Figure 1 we show a pencil of lines from center O in-
tersecting a line l1 at four points (A,B,C,D). The same pencil of lines also
intersect another line l2 at four other points (A′,B′,C′,D′). The cross-ratio
for the four collinear points on l1 is defined as {A,B;C,D} =

|AC|×|AD|
|BC|×|BD| .

We can compute a cross-ratio {A′,B′;C′,D′} using the four collinear points
on line l2. By using the property of invariance of cross-ratio, we have
{A,B;C,D}= {A′,B′;C′,D′}. In the case of perspective projection, we have
cross-ratio from four collinear points observed from different viewpoints as
shown in Figure 1(b). Here we have {A1,B1;C1,D1}= {A2,B2;C2,D2}.
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Figure 1: (a) Sets of four points have same cross-ratios on the incident pencil
of lines as shown. (b) In two different perspective projections observing the
same set of four collinear points, the associated cross-ratios are same.

Figure 2: We show two perspective images, taken from different viewpoints,
with 4 initial keypoint matches (shown in red). By choosing pairs of key-
points, we can form virtual lines (dotted lines) where we can search for new
point matches (such as the 9 new point matches shown in green).

The Basic Idea: We refer to the lines obtained by joining pairs of key-
point matches as virtual lines. It is important to distinguish them from real
lines in the image such as the ones in the rectangular windows in Figure 2.
For example, the line joining A and B is referred to as a virtual line. Given a
pair of keypoint matches, we consider a virtual line joining them to generate
new point correspondences. The new points are first generated at regions
where the virtual lines intersect the real lines. These newly generated points
on the virtual lines are matched based on the cross-ratio constraint. In Fig-
ure 2, we show 4 initial point matches (marked in red) in two perspective
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images taken from different viewpoints. These 4 initial point matches can
be obtained using feature descriptors. We consider several pairs of keypoint
matches to generate newer ones. It can be observed that by using as few as
4 point matches, we are able to obtain 9 new matches (marked in green). In
real images with numerous lines and keypoints, we typically have a combi-
natorial number of virtual lines and additional points.

The virtual lines joining pairs of keypoints allow us to match points
from one image to another. This reminds us of the popular plane-sweeping
technique, where we use virtual planes to compute depth maps from multi-
ple images [1]. We will refer to our approach as line-Sweeping.

Experiments: We show line-matching and line-based 3D reconstruc-
tion results in Figure 4 and Figure 3 respectively. Our line-matching algo-
rithm outperforms a recent method [2].

Figure 3: Top: We consider pairs of keypoint correspondences (shown in
blue) to form virtual lines (white) to identify several hundreds of additional
point matches (shown in red). Bottom: We show line-based 3D reconstruc-
tion of the Bridge of Sighs in Oxford.

Figure 4: Line matching results: The lines are colored red, blue and green.
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