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Descriptor learning has recently drawn increasing attention in computer vi-
sion, Existing algorithms are mainly developed for classification rather than
for regression which however has recently emerged as a powerful tool to
solve a broad range of problems, e.g., head pose estimation. In this paper,
we propose a novel supervised descriptor learning (SDL) algorithm to es-
tablish a discriminative and compact feature representation for multi-output
regression. By formulating as generalized low-rank approximations of ma-
trices with a supervised manifold regularization (SMR), the SDL removes
irrelevant and redundant information from raw features by transforming into
a low-dimensional space under the supervision of multivariate targets. The
obtained discriminative while compact descriptor largely reduces the vari-
ability and ambiguity in multi-output regression, and therefore enables more
accurate and efficient multivariate estimation. We demonstrate the effective-
ness of the proposed SDL algorithm on a representative multi-output regres-
sion task: head pose estimation using the benchmark Pointing’04 dataset.
Experimental results show that the SDL can achieve high pose estimation
accuracy and significantly outperforms state-of-the-art algorithms by an er-
ror reduction up to 27.5% . The proposed SDL algorithm provides a general
descriptor learning framework in a supervised way for multi-output regres-
sion which can largely boost the performance of existing multi-output re-
gression tasks.

Given a set of annotated training data {Xj,...,X; } and the correspond-
ing multivariate targets {Y1,...,Y.}, where L is the number of training sam-
ples and ¥; € R9, our task is to learn discriminative and compact represen-
tations of matrices. Instead of using a vectorized input space, we consider
matrix representations, i.e., X; € RM*N which could be any matrix repre-
sentations of images, e.g., raw pixel intensities.

We propose using GLRAM due to its efficient computation of dimen-
sion reduction of matrices [3]. This is to find two-side transformation-
s: WeRM*m gnd V e RVN*" with m < M and n < N, and L matrices
D; € R™" such that WD;VT is an appropriate approximation of each X;,
i=1,...,L. We solve the following optimization problem of minimizing
the reconstruction errors:
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where || - || is the Frobenius norm of a matrix, I, is an identity matrix of

size m x m and the constraints WTW = I,, and VTV = I,, ensure that W and
V have orthogonal columns to avoid redundancy in the approximations.

In order to to achieve discriminative representations, we propose a su-
pervised manifold regularization (SMR) to explore the multivariate target
space for supervised descriptor learning. We impose discrimination on the
low-rank representation {Di}iL:l by integrating the proposed SMR into (1).
To this end, we first construct a weighted graph G = (V,E) using the &-
neighborhood method [2], where V and E respectively represent L vertices
and edges between vertices. The graph is built on the multivariate target-
s (Y1,...,Y) rather than on inputs in conventional manifold regularization
[1, 4], which naturally induces the supervision.
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Combining (2) and (1), we obtain the compact objective function of
GLRAM with the SMR as follows:
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Figure 1: Illustration of head pose images in a two-dimensional space with
m =1 and n = 2. Head poses with similar orientations tend to be clustered
while these with distinctive orientations are scattered away. The bottom are
the images with all 93 different pose orientations.
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where 8 € (0,e0) is a tuning parameter to balance the tradeoff between

reconstruction errors and discrimination of the low-rank approximations,
which also serves to keep the flexibility of the model.

In the objective function of (3), the first term guarantees the reconstruc-
tion fidelity in the low-rank approximation while the second SMR term in-
troduces the discrimination to learned new representations. The objective
function in (3) can not be solved straightforwardly using existing methods.
We seek an alternative objective function which can be efficiently solved by
an iterative algorithm via an alternate optimization.
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