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Human actions capture a wide variety of interactions between people and
objects. As a result, the set of possible actions is extremely large and it
is difficult to obtain sufficient training examples for all actions. However,
we could compensate for this sparsity in supervision by leveraging the rich
semantic relationship between different actions. A single action is often
composed of other smaller actions and is exclusive of certain others. We
need a method which can reason about such relationships and extrapolate
unobserved actions from known actions. Hence, we propose a novel neural
network framework which jointly extracts the relationship between actions
and uses them for training better action retrieval models. Our model incor-
porates linguistic, visual and logical consistency based cues to effectively
identify these relationships. We train and test our model on a largescale im-
age dataset of human actions. We show a significant improvement in mean
AP for action retrieval compared to different baseline methods including the
HEX-graph approach from Deng et al. [1].

We build our action retrieval method on top of a standard retrieval model
with ranking loss. For an action A, we wish to learn a weight vector wA to
minimize the following loss:

CA = ∑
I+∈IA
I−∈IA

max
(

0,1+wT
A( fI− − fI+)

)
, (1)

where A is the set of actions unrealted to A, and fI is the feature representa-
tion of image I.

Next, given a pair of actions A and B, we wish to identify the relation-
ship between them. The identified relationship is incorporated into our ac-
tion retrieval model. These relationships determine the visual co-occurrence
of actions within the same image. We define three kinds of relations follow-
ing the recent work from [1]:

• implied-by: An action A is implied-by B, if the occurrence of action
B implies the occurrence of A as well. This is similar to the parent-
child relationship between A and B in a HEX-graph.

• type-of: An action A is a type-of B, if action A is a specific type of
the action B. This is similar to child-parent relationship between A
and B in a HEX-graph.

• mutually exclusive: An action A is mutually exclusive of B, if oc-
currence of A prohibits the occurrence of B.

We propose two novel objective functions which leverage visual infor-
mation and logical consistency to identify these relationships between ac-
tions. The neural network component which uses visual information to de-
termine relationships is shown in Fig. 1 (a). The relation between the actions
is predicted by a tensor product layer on top of the weight vectors for the
actions. The predicted relationship is represented by a 3 element vector
rAB ∈ [0,1]3. As shown in the figure, we define a loss function correspond-
ing to each of the three relations. We also use simple cues based on the
text corresponding to the actions to establish a language-prior for these re-
lationships (Fig. 1 (b)). For instance, we could identify that “Person riding
animal" is implied-by “Person riding horse" due to the child-parent relation
betwen “horse" and “animal" in WordNet.
Evaluation Most existing action datasets such as the PASCAL actions [2],
as well as the Stanford-40 [4] are relatively small, with a maximum of 40
actions. The actions in the datasets were carefully chosen to be mutually
exclusive of each other, making them less practical for real world settings.
However, to demonstrate the efficacy of our method, we need a large dataset
of human actions, where the actions are related to each other. Hence, we
evaluate the performance of our model on a large dataset of 27425(27K)
actions obtained form Google image search. These actions are a subset of
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Figure 1: The two main components of the relationship prediction model
are shown. (a) defines a loss function which binds the predicted relationship
with the learned action models and (b) regularizes the predicted relations
with a language prior.

Method 27K mAP(%) 2.8K mAP(%) Stan-81 mAP(%)
SOFTMAX 44.02 35.48 36.14
LANGRELWITHHEX [1] - 37.12 36.48
RANKLOSS 46.43 35.56 36.38
DEVISE [3] 34.33 38.77 34.11
OURFULLMODEL 54.78 45.82 38.73

Table 1: Results of action retrieval on the 27K, 2.8K and an extended version
of the Stanford-40 actions dataset.

popular queries to the image search engine. This dataset was curated based
on user clicks, to remove noisy examples for each action.

We also run experiments under an additional setting of 2.8K actions,
where we make the test images publicly available. In this setting, we use
2880 actions which form a subset of the 27K actions. However, we do
not use a hand-curated training dataset with clean labels as before. Rather,
while training the model, we treat the top 30 images returned by Google
image search as ground truth positive images for each action, and the next
5 images are used for cross validation. Since the images are returned based
on the text accompanying the images, the data could be noisy.

We also test our model and provide results for an extension of the Stan-
ford 40 actions dataset. We relabel a set of images in the dataset into 41
additional labels. The results for these 3 datasets are shown in Tab. 1. Here,
we compare our performance to the HEX-graph approach from Deng et al.
[1] and the DeViSe model from [3].
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