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Action recognition from RGB-D cameras has been receiving increasing in-
terests in the computer vision community due to the recent advance of easy-
to-use and low-cost depth sensors such as Kinect sensors [3]. Previous
studies [1, 2, 3, 4] show that effective usage of 3D structural information
provided by RGB-D cameras facilitates recognition tasks as it simplifies
intra-class motion variations and removes cluttered background noise. De-
spite its effectiveness, these methods are only applicable when depth data
are available. Methods developed in [1, 2, 5, 6] would fail if depth data are
unavailable. In addition, depth data are noisy with discontinuities, which
hinders the application of feature extraction methods. Moreover, spatiotem-
poral correlation information of body part movements would collapse if a
vector form representation is used.

In this paper, we propose a novel bilinear heterogeneous information
machine (BHIM) for action recognition from RGB-D sequences. BHIM
learns cross-modal features that effectively capture heterogeneous RGB and
depth information. RGB and depth data are treated as two modalities in this
work, and are represented in a matrix format, which naturally encodes spa-
tiotemporal structural relationships. We project the original features of the
two modalities onto a shared space, and learn cross-modal features shared
between them for classification in order to effectively capture cross-modal
knowledge. The learned cross-modal features inherit the characteristics
of both RGB and depth data that capture motion, 3D structural, and spa-
tiotemporal relationship information. Moreover, the features are “filtered”
for noise removal in the projection procedure. The recognition problem is
formulated in a low-rank bilinear framework, particularly designed for the
feature representation in a matrix form.

Denote N RGB-D action videos for training purpose by {Xi,yi}N
i=1,

where Xi = {X
[v]
i ,X [z]

i } ∈ X contains a RGB visual feature matrix X [v]
i ∈

Xv and a depth feature matrix X [z]
i ∈ Xz extracted from RGB-D data, and

yi ∈ Y is the corresponding action label. Suppose we are given M (M = 2
in this work) types of modalities X [m]

i |
M
m=1. In this paper, we are inter-

ested in a binary bilinear discriminant function F(Xi,y|W ) = Tr(W TXi) =

∑
M
m=1 Tr(W [m]

f W T
w X [m]

i ), which is a family of bilinear functions parameter-

ized by model weight matrix W . Here, parameter matrix W [m]
f ∈ Rn f×d

(m = 1, · · · ,M) projects the m modality data, X [m], into a learned shared
space, and parameter matrix Ww ∈ Rnxyt×d is applied to classify the pro-
jected data regardless of modalities (see Figure 1).

We train the bilinear model in a max-margin framework. Based on the
empirical risk minimization principle, we formulate our learning problem as

min
Ww,W

[v]
f ,W [z]

f

φ(W [v]
f ,W [z]

f )+λ · r(Ww,W
[v]
f ,W [z]

f )+C · l(Ww,W
[v]
f ,W [z]

f ), (1)

where φ(·) is a regularizer term for reducing noise in the projected data, r(·)
is an additional regularizer term related to the margin of the bilinear model,
and l(·) computes training loss. λ and C are trade-off parameters balancing
the importance of the corresponding terms.

Regularizer φ(W [v]
f ,W [z]

f ) attempts to summarize and compress the orig-
inal two-modality data. Since the raw RGB and depth data may not be in the
same space, we use this term to compress the data and discover the shared
knowledge between two modalities. We define this term as

φ(W [v]
f ,W [z]

f ) = I(X [v],O)+ I(X [z],O), (2)

where X [m] = {X [m]
i }

N
i=1 (m = v or m = z) represents a set of all training

samples in the m modality, O = 1
2 (X

[v]W [v]
f +X [z]W [z]

f ) ∈ O is the learned
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Figure 1: Graphical illustration of the proposed BHIM model.

low-dimensional cross-modal features in the shared space, and I(·, ·) com-
putes mutual information.

Regularizer r(Ww,W
[v]
f ,W [z]

f ) is used to measure the margin of the bi-

linear classifier. Minimizing r(Ww,W
[v]
f ,W [z]

f ) is equivalent to maximizing
the margin of the bilinear model, thereby capturing discriminative informa-
tion. We define this term as

r(Ww,W
[v]
f ,W [z]

f ) =
1
2

Tr(WwW [v]T
f W [v]

f W T
w )+

1
2

Tr(WwW [z]T
f W [z]

f W T
w ). (3)

Loss function l(Ww,W
[v]
f ,W [z]

f ) computes training loss given the learned
model parameter matrices. We consider a binary classifier in this work, and
define a hinge loss function for each modality:

l(Ww,W
[v]
f ,W [z]

f ) = ∑
i

[
max(0,1− yi Tr(W [v]

f W T
w X [v]

i )

+max(0,1− yi Tr(W [z]
f W T

w X [z]
i )

]
.

(4)

Plugging Eq. (2), Eq. (3), and Eq. (4) into Eq. (1), the optimal parameter
matrices W [v]

f , W [z]
f and Ww can be learned by

min
Ww,W

[v]
f ,W [z]

f

∑
m

[
I(X [m],O)+

1
2

λ ·Tr(WwW [m]T
f W [m]

f W T
w )+C ·∑

i
ξ
[m]
i

]
,

s.t. yiTr(W [m]
f W T

w X [m]
i )> 1−ξ

[m]
i , ξ

[m]
i > 0, ∀i,∀m,

(5)

where ξ
[m]
i is a slack variable for the m modality in the i-th RGB-D video.

This constrained optimization problem can be solved by a coordinate de-
scent algorithm that solves for one set of parameter matrices at each step
with the others fixed.
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