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Figure 1: Overall representation framework of our pooled time series (PoT). Given a sequence of per-frame feature descriptors (e.g., HOF or CNN
features) from a video, PoT represents motion information in the video by computing short-term/long-term changes in each descriptor value.

In this paper, we present a new feature representation for first-person videos.
In first-person video understanding (e.g., activity recognition [4]), it is very
important to capture both entire scene dynamics (i.e., egomotion) and salient
local motion observed in videos. We describe a representation framework
based on time series pooling, which is designed to abstract short-term/long-
term changes in feature descriptor elements. The idea is to keep track of how
descriptor values are changing over time and summarize them to represent
motion in the activity video. The framework is general, handling any types
of per-frame feature descriptors including conventional motion descriptors
like histogram of optical flows (HOF) as well as appearance descriptors from
more recent convolutional neural network (CNN). We name our representa-
tion as pooled time series (PoT), and Figure 1 shows its overall framework.

We experimentally confirm that our approach clearly outperforms pre-
vious feature representations including bag-of-visual-words (BoW) and im-
proved Fisher vector (IFV) [3] when using identical underlying feature de-
scriptors. Multiple first-person activity datasets [1, 2] were tested under var-
ious settings to confirm these findings. Figure 2 compares performances of
our PoT representations with BoW and IFV while using four types of feature
descriptors (i.e., HOF, MBH, Overfeat, and Caffe) and their combinations.
In addition, we also confirmed that our PoT representation has superior per-
formance to existing state-of-the-art features like local spatio-temporal fea-
tures and Improved Trajectory Features [5] (originally developed for 3rd-
person videos) when handling first-person videos. Even with the temporal
pyramid pooling added to the original ITF, our PoT performed much better
than the ITF: 0.676 vs. 0.730 for the DogCentric Activity dataset, and 0.766
vs. 0.794 for the UEC-Park dataset.
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Figure 2: Classification accuracies of feature representations with each de-
scriptor (and their combination). Representations that utilize randomness
are drawn with 95% confidence intervals. See the paper for details.
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