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Visual burstiness [3] tends to dominate the similarity measure in image re-
trieval and classification, which degrades the quality of the comparison, as
other non-bursty yet possibly distinctive features have a comparatively lower
contribution. Various strategies have been proposed to discount the contri-
bution of bursts on the similarity measure. Some are inspired by text like
the power-law normalization [5] for bag-of-words or the Polya or Dirichlet
models [1]. These strategies have been pragmatically extended to and im-
proved for more complex image vector representations such as VLAD [2].
They are also standardly used in matching approaches like Hamming Em-
bedding [4] or selective match kernels (SMK/ASMK) [6].

Fig. 1 illustrates a representative example of bursts in an image. De-
spite the similarity in appearance, one might expect a high density of points
around each burst in the descriptor space, which, however, is far from being
true. Isolated descriptors (not belonging to any group) appear to have the
same density as bursty ones (belonging to some group), while bursts have
arbitrary shape and large extent. One cannot hope that bursts will fit within
the cells of a codebook. Therefore, we propose an early burst detection,
before quantizing descriptors. We compare pairwise distances of all patches
and join pairs whose distance is below a certain threshold. We then find the
connected components and color them as bursty groups in Fig. 1.

Given two local image features f, g, we define feature kernel function

k(fvg):ku(”fvug)ks(sfvsg)ke(efv9g)7 n
consisting of three factors, namely the descriptor kernel k,, the scale kernel
kg and the orientation kernel kg. Here, us,sy, 0 are the descriptor, scale and
orientation of feature f. Intuitively, two patches belong in the same burst
if they are similar in appearance and have similar scales and orientations.
Descriptor kernel k, measures the similarity of a pair of descriptors x,y € RY
and is a function of the inner product z = (x,y). In particular, we adopt a
generative model for a binary classifier: if B is the class of descriptor pairs
that belong to the same burst and B is its complement, we define

ku(x,y) = p(B|(x,y)) = p(Blz). ()
Here, p(B|z) is the posterior probability of B given z and can be formulated
via class-conditional densities, p(z|B), p(z|B). We train a classifier from
a dataset of matching/non-matching patch pairs [7], where these densities
are modeled as normal densities, fitted to data samples according to max-
imum likelihood. Scale and orientation kernels employ a Gaussian and a
von Mises kernel respectively.

Given an image, we construct its affinity matrix K including all pair-
wise feature similarities, K;; = k(f;, f;) where kernel k is given by (1). The
affinity matrix is the only input for burst detection. We examine a number of
kernel methods to detect the bursts from K. Preliminary qualitative evalua-
tion shows that connected components is the fastest and most effective one,
so this is adopted in most quantitative experiments.

The result of burst detection is a partition of its features into groups.
To aggregate, we simply take the average of the descriptors in each group
and ¢;-normalize. Discarding geometry, this yields a set of descriptors to
represent the image, so any encoding/retrieval model applies. We follow
VLAD [2] and SMK/ASMK [6] in particular. We also follow two aggrega-
tion strategies: symmetric and asymmetric, depending on whether query de-
scriptors are aggregated or not. We apply different thresholds to the affinity
matrix to vary the number of bursts such that aggregation% — the propor-
tion of aggregated to original descriptors — varies in the range of 10-100%.
It turns out that asymmetric is superior for low aggregation%.

Fig. 2 compares three different initial feature sets (-S, -M, -L) on Hol-
idays and measures mAP vs. absolute number of descriptors per image,
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Figure 1: An image along with the features of the six most populated bursts
detected. A dot is shown at the position of each feature, colored according
to the burst it belongs to.
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Figure 2: ASMK* mAP vs. average number of aggregated descriptors/image
on Holidays for three different initial feature sets and values of selectivity
exponent . Vocabulary size k = 65k; asymmetric aggregation.

which directly reflects memory. The largest set maintains a gain of over
10% over the smallest one. This is a key aspect of the trade-off and suggests
a way to improve performance: augment the initial features, aggregate, and
gain in mAP at the same memory. Our conclusion is that, by fusing the de-
scriptors before feeding them to the indexing or search system, we reduce
the computational cost in both quantization and retrieval, typically by a fac-
tor of two. We also reduce the memory footprint in the same proportion for
search engines employing an inverted file; or, performance may be increased
at the same memory.
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