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Figure 1: We address the challenging problem of recognizing the camera wearer’s actions from videos captured by an egocentric camera. We propose to
combine a novel set of mid-level egocentric cues with low-level object and motion cues for recognizing egocentric actions. Our egocentric features encode
hand pose, head motion and gaze direction. Our motion and object features come from local descriptors in Dense Trajectories, with motion compensation
using head motion. We design a systematic benchmark to evaluate how different types of features contribute to the final performance, and seek the best
recipe using motion, object and egocentric cues. Our findings significantly advance the results in all major benchmarks. More details can be found on our
project website www.cbi.gatech.edu/egocentric

Egocentric action recognition, which aims at analyzing the first person’s
behavior using egocentric videos, has received a growing interest in the
computer vision community [1, 3, 5, 6, 7]. Despite many effort on ac-
tion recognition in a surveillance setting, it is unclear that whether they
can be successfully applied to egocentric actions. Frequent camera motion
can hamper motion-based representations underlie many successful action
recognition systems. Thus, previous egocentric action recognition methods
rely mainly on an object-centric representation. A systematic evaluation of
motion cues in egocentric action recognition remains missing.

In addition, egocentric videos encode a rich set of signals regarding
the camera wearer, including head movement, hand pose and gaze infor-
mation. We consider these signals regarding the first person as mid-level
egocentric cues. They usually come from low-level appearance or motion
cues, e.g. hand segmentation or motion estimation, and are complementary
to traditional visual features. These mid-level egocentric cues reveal the
underlying actions of the first person, yet have been largely ignored by
previous methods of egocentric action recognition.

We provide the first systematic evaluation of motion, object and egocen-
tric features for egocentric action recognition. Our egocentric features are
derived from a novel set of mid-level cues, including the first person’s hand,
head and gaze movement. We set up our baseline using local descriptors
from Dense Trajectories (DT) [8], a successful video representation for
action recognition in a surveillance setting. We then systematically vary
the method by adding motion compensation, object features and egocentric
features on top of DT. Different feature channels are combined by stacking
multiple Improved Fisher Vectors [4] for each channel. Figure 1 provides
an overview of our approach.

Our extensive benchmark demonstrates how these choices contribute
to the final performance. We identify a key set of practices that produce
statistically significant improvement over the state-of-the-art methods. In
particular, we find that simply extracting features around the first-person’s
attention point works surprisingly well. Our findings lead to a significant
performance boost over state-of-the-art methods on major datasets. Our
best method that supplement DT with proper object and egocentric features,
largely improves the recognition accuracy by 27.0% in GTEA [1], 13.9%
in GTEA Gaze [2] and 10.7% in GTEA Gaze+ [2], in comparison to the
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state-of-the-art methods.
Our findings, derived from this large set of experiments, can be summa-

rized into three parts:

• Motion compensation is important for egocentric actions. It leads
to more reliable motion features, as well as identifying foreground
moving regions that can be used to extract object features.

• Foreground object cues are of crucial importance in egocentric ac-
tions. The information of what object is been used greatly helps the
performance of action recognition

• Using an “attention” point (manipulation/gaze point) to guide fea-
ture encoding works surprisingly well. A manipulation point derived
from hand shape serves as a good approximation to the actual gaze
point for egocentric action recognition.
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