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The trifocal tensor, which describes the relation between projections of points
and lines in three views, is a fundamental entity of geometric computer vi-
sion. In this work, we investigate a new parametrization of the trifocal tensor
for calibrated cameras with non-colinear pinholes obtained from a quotient
Riemannian manifold. We incorporate this formulation into state-of-the art
methods for optimization on manifolds, and show, through experiments in
pose averaging, that it produces a meaningful way to measure distances be-
tween trifocal tensors.

The trifocal tensor was first introduced in the context of calibrated ge-
ometry to describe relations between projections of lines by Spetsakis and
Aloimonos [5] and Weng et al. [6]. Later, Hartley [2, 3] generalized the
trifocal tensor for the uncalibrated case and Shashua [4] investigated trilin-
ear relations of matched points in three perspective views. There has been
numerous works on minimal parametrizations of the projective trifocal ten-
sor. In most formulations, one of the three cameras local reference frame is
chosen as the global reference frame.

In this work, we propose a parametrization of the trifocal tensor for cal-
ibrated cameras with non-colinear pinholes based on a quotient Riemannian
manifold. This parametrization is almost symmetric (we use a preferred
camera only for the translations), and is derived from a particular choice of
the global reference frame. We show how it can be used for refining esti-
mates of the tensor from image data through state-of-the-art techniques for
optimization on manifolds [1]. In addition, the Riemannian structure pro-
vides a notion of distance between trifocal tensors. We show that this dis-
tance can be computed efficiently, and that it produces meaningful results in
a sample Structure from Motion problem.

Let gi = (Ri,Ti) ∈ SE(3) be the pose of the i-th camera such that the
camera center in the global reference frame is simply given by the transla-
tion Ti. Assuming that the cameras are calibrated, the corresponding pro-
jection matrices are given by Pi =

[
RT

i −RT
i Ti

]
∈ R3×4. Now, let {li}3

i=1
be a set of images of three lines intersecting in 3-D. The intersection of the
pre-images of the lines, that is, the three planes with normals ni = PT

i li,
i ∈ {1,2,3} is not empty. By defining the canonical tensor centered on
camera 1 as Ti = RT

2 T12eT
i RT

1 R3 −RT
2 R1eiT T

13R3, the incidence constraint
becomes

(l1)i = lT
2 Til3 (1)

where (l1)i stands for the i-th component of vector l1. We show that any
trifocal tensor admits the canonical decomposition

Ti = RT
2 T12eT

i RT
1 R3−RT

2 R1eiT T
13R3 (2)

with (T12)3 = (T13)3 = 0 and ‖T12‖2 +‖T 2
13‖= 1. We write (T12,T13) ∈ S3

2
for T12,T13 satisfying the previous conditions and we use S3∗

2 if T12 and T13
are not colinear. Intuitively, the change of world coordinates corresponds to
aligning the z-axis with the normal to the plane defined by the three cameras
(which is given by T12×T13). This plane is then parallel to the xy-plane, thus
the third components of the translations become zero.

We define the normalized trifocal space MT as the image of the func-
tion T : SO(3)3×S3

2→ R3×3×3 that maps the camera poses to the trifocal
tensor. Since this mapping is surjective, the space MT corresponds to the
space of all trifocal tensors. However, this mapping is not injective. We
define the groups

Hz = {(Rz(θ),Rz(θ),Rz(θ),Rz(θ)) : θ ∈ (−π,π]} (3)

Hxπ = {(I3, I3, I3, I3),(Rx(π),Rx(π),Rx(π),Rx(π))} (4)

Hzπ = {(I3, I3, I3, I3),(I3, I3, I3,Rz(π))} (5)

acting on the left on SO(3)3×S3∗
2 by component-wise multiplication. Then,

given a point X ∈ SO(3)3×S3∗
2 , its equivalence class with respect to “ ∼ ”
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is given by

[X ] = {SzSxπ Szπ X : Sz ∈ Hz,Sxπ ∈ Hxπ ,Szπ ∈ Hzπ} (6)

The above result is in accordance with the mirror image ambiguity according
to which, without using the cheirality constraint, the translational parts of
the trifocal tensor can be estimated only up to a sign [6]. This ambiguity
corresponds to the action of Hzπ and it is intrinsic to the tensor estimation
process. In addition, rotating the global reference frame about x-axis by an
angle of π results in a z-axis which is still perpendicular to the plane defined
by the three cameras. This ambiguity is related to the action of Hxπ and it is
an artifact of the particular choice of the global reference frame. As a result,
[X ] in (6) has four components, each one isomorphic to SO(2). We propose
to parametrize the space MT with the quotient space

MT = (SO(3)3×S3
2)/(Hz×Hxπ ×Hzπ ) (7)

Given a point X ∈MT we can always pick two of the four components
of [X ] (the ones corresponding to the positive depths). Thus, if MT =
SO(3)3×S3

2, we define the signed trifocal parametrization as:

M T= (SO(3)3×S3
2)/(Hz×Hxπ ) =MT /(Hz×Hxπ ) (8)

This space admits a smooth manifold structure. The tangent space at a
point X ∈ SO(3)3×S3

2 admits the decomposition into vertical and horizon-
tal spaces TXMT = VX ⊕HX . The signed trifocal manifold M Tadmits a
structure of a Riemannian quotient manifold with the Riemannian metric

g[X ](ξ ,ζ )
.
= gX (ξ X ,ζ X ) (9)

where gX is the metric of the ambient space and ξ X denotes the horizontal
lift of the tangent vector ξ at X .

Next, we show how to obtain geodesics for M Tfrom geodesics in the
ambient space MT with horizontal tangent. In addition, we describe an
efficient algorithm for computing the logarithm map for the signed trifocal
manifold. Intuitively, given two points in MT , we move the second point
to another representative of its equivalence class for which the squared Rie-
mannian distance of MT is minimized.

As a first application, we describe how to minimize a cost function that
takes as input a trifocal tensor. We combine the parametrization of M T
given by the exponential map with the trust-region methods described in
[1]. As a second application, we use the Weiszfeld algorithm to average
estimates of trifocal tensors seen as points on the signed trifocal manifold
M T. Although it is hard to beat RANSAC, the Weizsfeld algorithm can
be used to obtain a sufficiently good initial estimate of the trifocal tensor
without the need of tuning a threshold as in RANSAC. Also, the Weiszfeld
algorithm performs much better on the quotient manifold compared on a
non-quotient parametrization, as anticipated.
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