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HMDB51 (MAcc. %) Hollywood2 (MAP %) UCF101(MAcc. %)
Simonyan et al. [5] 57.9 Jain et al. [1] 62.5 Wang et al. [6] 85.9
Peng et al. [3] 61.1 Oneata et al. [2] 63.3 Simonyan et al. [5] 87.6
Peng et al. [4] 66.8 Wang et al. [7] 64.3 Peng et al. [3] 87.9
MIFS (L=3) 65.1 MIFS (L = 3) 68.0 MIFS (L = 3) 89.1

Table 1: Comparison of our results to the state-of-the-arts.

This paper introduces a video feature enhancing technique called Multi-
skIp Feature Stacking (MIFS), which stacks features extracted from videos
with multiple frame rates. The only difference between MIFS and other con-
ventional methods is that instead of only using feature extracted from one
time scale, we extract and stack all the raw feature from different scales (by
skipping frames) together before encoding. We prove that MIFS enhances
the learnability of differential-based features exponentially. The resulting
feature matrices from MIFS have a much smaller conditional numbers and
variances than those from conventional methods, as shown in Figure 1. Ex-
perimental results, as shown in Table 1, 2, 4 show significantly improved
performance on challenging action recognition and event detection tasks
when applied MIFS to Improved Dense Trajectory (IDT) [7].
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Figure 1: The decaying trends of singular values of feature matrices for
UCF101 dataset. 0 to 5 indicate the MIFS level and i indicates the ith singu-
lar value. We can see that MIFS representations do have a slower singular
value decaying trend compared to conventional representations (blue lines).

Our baseline method is IDT by Wang & Schmid [7]. We follow all
experimental setting as in [7] except we augment the descriptors of IDT with
3D normalized location information and perform another L2 normalization
after concatenating the video-level descriptors of IDT.

Shown in Figure 1 are the trends of λi
λmax

on the UCF101 dataset. As can
be seen, the singular values of MIFS decrease slower than the conventional
one (0). It is also interesting to see that by having one or two additional
levels, we have already exploited most of the potential improvement.

Table 2 shows how performance changes with respect to the MIFS level.
Our baseline performance on HMDB51, Hollywood2, and UCF101 datasets
are 62.1% MAcc, 67.0% MAP and 87.3% MAcc respectively. These num-
bers are higher than Wang & Schmid [7]’s results, which are 57.2%, 64.3%
and 85.9%, respectively. This is largely because our location extended de-
scriptors and feature renormalization. From Table 2, we observe that for
MIFS representations, they all perform better than single-scale representa-
tion and the performance decreasing points are later than those in the single-
scale representations. We also observe that for MIFS representations, most
of the performance improvement comes from L = 1 and L = 2.

This is an extended abstract. The full paper is available at the Computer Vision Foundation
webpage.

HMDB51 Hollywood2 UCF101
(MAcc%) (MAP%) (MAcc%)

L one-scale MIFS one-scale MIFS one-scale MIFS
0 62.1 67.0 87.3
1 63.1 63.8 66.4 67.5 87.3 88.1
2 54.3 64.4 62.5 67.9 85.5 88.8
3 43.8 65.1 60.5 68.0 81.3 89.1
4 24.1 65.4 58.1 67.4 74.6 89.1
5 15.9 65.4 54.4 67.1 66.7 89.0

Table 2: Comparison of different scale levels for MIFS.

Table 1 shows that our method exceeds the state-of-the-arts on Hol-
lywood2 and UCF101 and is comparable to state-of-the-arts on HMDB51
dataset.

MIFS can also be used as a speedup strategy for feature extraction with
minimal or no accuracy cost. For example, removing L=0 (original videos)
will significantly reduce cost but still give useful improvements as shown in
Table 3. L−1 shows the results of only using features from every 2nd frame
and L = 2− 0 shows the results of combining features from level 1 (every
2nd frame) and level 2 (every 3rd frame) but not L=0. As can be seen, in
most of cases, we can still get better results with less cost.

In Table 4, we also show that MIFS can also improve the performance
of complex event detection, demonstrated by results from TRECIVD Mul-
timedia Event Detection datasets.

HMDB51 Hollywood2 UCF101 Computational Cost
(MAcc%) (MAP%) (MAcc%) (Relative)

L=0 62.1 67.0 87.3 1.0
L=1-0 63.1 66.4 87.3 0.5
L=2-0 63.9 67.6 88.5 0.75
Table 3: Performance versus computational cost for feature extraction

MEDTEST13 MEDTEST14
EK100 EK10 EK100 EK10

Baseline 34.2 17.7 27.3 12.7
MIFS (L=3) 36.3 19.3 29.0 14.9
Table 4: Performance Comparison on the MED task.
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