This CVPR2015 extended abstract is the Open Access version, provided by the Computer Vision Foundation.

Automatic Construction Of Robust Spherical Harmonic Subspaces

Patrick Snape, Yannis Panagakis, Stefanos Zafeiriou
Department of Computing, Imperial College London.

The recovery of dense 3D shape from images is a highly underdetermined
problem with many practical uses. Despite the increased availability of ac-
curate 3D scanning technology, traditional colour photographs still outnum-
ber 3D data by many orders of magnitude. In this paper, we recover 3D
shapes from a large collection of unconstrained images by using shading
cues as is typical in algorithms such as Photometric Stereo (PS) and Shape-
from-Shading (SFS). In particular, we demonstrate that by using coarse
piecewise warping algorithms we can build a shape model that has appli-
cations in a number of areas.

Given a single image, 3D recovery under arbitrary illumination is ex-
tremely challenging. For this reason, we concentrate on jointly recovering
shape from a large collection of images. In particular, we seek to exploit
the redundant information across the images by imposing a low rank con-
straint on the recovered shape representation. To demonstrate this, we use
facial images due to their abundance and their ability to be represented by
a low-dimensional subspace [4]. To recover shape from the images, we ex-
ploit this low-dimensional subspace and perform class-specific uncalibrated
photometric stereo. This depends on two key assumptions about the images
(1) that the objects reflectance properties are approximately lambertian (2)
that the class of objects within the images (i.e. faces) can be compactly
represented by a low-dimensional subspace. Both of these assumptions are
valid for faces: first-order spherical harmonic functions are able to describe
up to 95% of facial illumination variance [4] and the low-dimensional prop-
erties of faces has been exploited in works such as 3D Morphable Models
(3DMM)[2] and Active Appearance Models (AAM) [6].

Given multiple images of a single object under unknown varying illu-
mination, uncalibrated PS can be performed to recover a representation of
shape. Assuming the object is convex, first-order spherical harmonics (SH)
can be recovered which can be directly related to the objects surface normals
[1, 4]. First order SH can be represented by a low-dimensional linear sub-
space, and thus the recovery of the SH from the image pixels is performed
via a matrix decomposition:

X =BL 1)
where X € R?*" is the matrix of observations, each of the n columns repre-
sents a vectorised image of the object with d total pixels, B € R?*4 contains
the first order SH basis images and L € R**" is the matrix of lighting coef-
ficients.

We generalise the classical uncalibrated PS problem to a specific class
of objects, namely faces. In this case, we expect as input a collection of
unconstrained images of faces, such as those available to download from
the Internet. Given the unfiltered nature of these images, it is probable that
there will be a large variety of illumination variance across all of the images.
Thus, given that both faces and SH can be expressed by low-dimensional
subspaces, we seek to perform a matrix factorisation that will yield a statis-
tical model of SH harmonics for faces. Surface normals can be recovered
from the SH and then integrated to recover dense 3D shape [3]. More for-
mally, we seek to perform the decomposition

X=B(LxC) 2)
where B € R?*# ig the first order SH linear basis, L € R**" is the matrix of
first order SH lighting coefficients, C € R¥*" is the matrix of shape coeffi-
cients and (- x-) denotes the Khatri-Rao product. Here k denotes the number
of shape coefficients in the model. In order to calculate k, we cast (2) as a
low-rank factorisation problem. Formally we propose to solve the following
non-convex optimisation problem:
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Figure 1: Illustrates the pipeline for construction and the uses of the model.
The first row shows the rough model construction pipeline. The second row
shows three uses demonstrated in the paper of the SH model.
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Although the above problem is non-convex, an accurate solution can be ob-
tained by employing the Alternating Directions Method (ADM). The specifics
of this optimisation are discussed in detail in the paper.

To form the data matrix X, the input images must be in correspondance.
To tackle this alignment problem, we propose using a coarse, but efficient,
piecewise warping algorithm such as Piecewise Affine. Although coarse,
piecewise warping functions are controlled by a sparse set of keypoints,
which enables the use of very efficient facial alignment methodologies. Due
to this, our model building algorithm is very efficient, taking just 12 min-
utes to build a model from over 2000 images. We also show that, due to the
use of sparse landmarks for alignment, our model can be used in a number
of areas including: dense 3D shape recovery, simultaneous facial alignment
and SH harmonic recovery and as a statistical prior in SFS. This is in con-
trast to other state-of-the-art techniques that utilise more accurate, but time
consuming correspondence methods such as optical flow [5].

In conclusion, we demonstrate that dense facial shape can be efficiently
recovered from a large collection of unconstrained facial images without
prior knowledge of 3D facial shape.
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