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Multi-task algorithms are an alternative to traditional single-task ma-
chine learning algorithms, which can be used when several related tasks
are needed to be solved. By sharing information between the tasks such
algorithms are able to obtain solutions of reasonable quality from just few
labeled training examples per task. Though multi-task algorithms differ by
the type of information they transfer, their success highly depends on the
assumption that such transfer takes place only between related tasks.

In this work we concentrate on the case of linear predictors and the
assumption that weight vectors corresponding to similar tasks are close to
each other with respect to Euclidean distance. This idea was introduced by
Evgeniou and Pontil in [2], where they proposed an SVM-based algorithm
with biased regularization that forces all the weight vectors to lie close to
some common prototype. Therefore this algorithms treats all the tasks as
equally related. However in a realistic scenario it might not be optimal as
there might be some outlier tasks or group of tasks which are not related
to others. In order to overcome this difficulty the algorithm from [2] was
generalized by Evgeniou et al. in [3] by introducing a graph regulariza-
tion. Alternatively, Chen et al. [1] proposed to penalize deviations in weight
vectors between highly correlated tasks. However these approaches require
prior information regarding the task relationships. In contrast, we propose
an algorithm that does not require all tasks to be related and does not need
any additional knowledge about their similarities.

Formally, we assume that the learner observes n tasks, t1, . . . , tn, which
share the same input space X ⊂ Rd and output space Y = {−1,1}. Every
task ti is represented by a set of mi training examples
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distribution Di. The goal of the learner is to find n weight vectors w1, . . . ,wn,
such that the average expected error rate of the corresponding linear classi-
fiers is minimized:
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Jy 6= sign〈wi,x〉K. (1)

We propose to solve this problem by processing tasks sequentially in-
stead of jointly and transferring information between subsequent tasks. Specif-
ically, if the tasks are processed in order π ∈ S, where S is the set of all
permutations over n elements, a task tπ(i) serves a source of additional in-
formation for the next task tπ(i+1) for all i = 1, . . . ,n− 1. In other words,
we propose to decompose a multi-task problem into a sequence of domain
adaptation problems and any known algorithm can be used to solve a task
based on the previous one. This approach makes learning more tolerant to
possible variations among the tasks because it does not need all of them to
be related. However its success may depend on the order in which tasks are
processed, since information transfer between subsequent tasks is assumed
to be beneficial. In order to better understand the role of the task order we
analyze it using statistical learning theory.

To perform our theoretical analysis, we assume that every task is solved
using some fixed, deterministic algorithm A. This algorithm returns a weight
vector for a task tπ(i) based on the corresponding training data Sπ(i) and the
weight vector wπ(i−1) obtained for the previous task. Under these assump-
tions we can formulate the following result:

Theorem 1. For any deterministic learning algorithm A and any δ > 0, the
following inequality holds with probability at least 1−δ (over sampling the
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Figure 1: Schematic illustration of the proposed multi-task learning ap-
proach. If each task is related to some other task but not equally much
to all others, learning tasks in a sequence (blue arrows) can be beneficial
to classical multi-task learning based on sharing information from a single
prototype (green arrows).
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where m̄ is the harmonic mean of the sample sizes m1, . . . ,mn,
Φ̄(z) = 1
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, erf(z) is the Gauss error function, π(0) = 0,

w0 = 0 and wπ(i) =A(wπ(i−1),Sπ(i)).

The left hand side of (2) is one half of the average expected error (1).
This quantity the learner would like to minimize, but it is not directly com-
putable because the data distributions Di are unknown. In contrast the right
hand side of (2) consists only of computable quantities and its low value en-
sures low expected error. Therefore it can be seen as a quality measure of an
order π and by minimizing it with respect to π one can obtain a task order
that is adjusted to the set of tasks t1, . . . , tn. Because (2) holds uniformly
for all π , the guarantees given by Theorem 1 will also hold for the obtained
order. We propose an algorithm for choosing a beneficial task order that is
based on greedy optimization of (2).

Our experimental results on two real-world datasets show that learning
tasks sequentially can be more effective than learning them jointly they also
show that task order can significantly influence the performance of the algo-
rithm and that our method is able to automatically choose a favorable task
order based only on the training data.
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