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Segmentation of 3D objects into functional parts - forming a visual hi-
erarchy - is a fundamental task in computer vision. Visual hierarchies are
essential for many higher level tasks such as activity recognition [5], seman-
tic segmentation [1], object detection [2], and human pose recognition [7].
Nevertheless, part segmentation, particularly of 3D point clouds, remains
an open area of research - as demonstrated by the inability of state-of-the-
art methods to match human performance on existing benchmarks without
excessive fitting to particular ground-truth training examples.

In this work, we aim to partition objects from the bottom-up using a
purely geometric approach that generalizes to most object types. This is in
stark contrast to recent learning-based methods, which achieve good perfor-
mance by training separate classifiers for each object class [3, 6]. While
such methods do perform well on benchmarks, they are severely restricted
in that one must know the object class a-priori, and they do not generalize to
new objects at all. With unsupervised methods, such as the one presented in
this work, there is no need to create new training data and annotated ground
truth, allowing them to be employed as an off-the-shelf first step in object
partitioning.

For this we use local concavity information to find semi-global eu-
clidean planar cuts which match a concave boundary model. To find such
cuts we propose a directionally weighted, locally constrained sample con-
sensus scheme which is being applied to the edges extracted from the Super-
voxel Adjacency Graph [4]. While being robust to noise it uses high weights
for concave edges and penalties for convex edges in a locally constrained
model evaluation phase, which leads to remarkably accurate partitionings
of objects as seen in Fig. 1. We were able to achieve better than state-of-the-
art results compared to all published results from unsupervised or weakly-
supervised methods and even compete with some data-driven supervised
methods. We also introduced a protocol to adapt mesh-segmentation bench-
marks to point clouds using an equi-density randomized point sampling, and
a back-propagation of found labels to the mesh. This allowed us to report
the first quantitative and qualitative results on part-segmentation for point
clouds.

Despite being a purely data-driven method our algorithm can cope with
shape variations and added Gaussian noise resulting in consistent segmen-
tations. This means that the method is directly applicable as the first step
in an automated bootstrapping process and can segment arbitrary unknown
objects.
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Figure 1: Qualitative results on the Princeton benchmark using fixed param-
eters.
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