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In this paper, we propose a novel unsupervised feature selection method: Si-
multaneous Orthogonal basis Clustering Feature Selection (SOCFS). To per-
form feature selection on unlabeled data effectively, a regularized regression-
based formulation with a new type of target matrix is designed. The target
matrix captures latent cluster centers of the projected data points by per-
forming the orthogonal basis clustering, and then guides the projection ma-
trix to select discriminative features. Unlike the recent unsupervised feature
selection methods, SOCFS does not explicitly use the pre-computed local
structure information for data points represented as additional terms of their
objective functions, but directly computes latent cluster information by the
target matrix conducting orthogonal basis clustering in a single unified term
of the proposed objective function.

Since the target matrix is put in a single unified term for regression of
the proposed objective function, feature selection and clustering are simul-
taneously performed. In this way, the projection matrix for feature selection
is more properly computed by the estimated latent cluster centers of the
projected data points. To the best of our knowledge, this is the first valid
formulation to consider feature selection and clustering together in a sin-
gle unified term of the objective function. The proposed objective function
has fewer parameters to tune and does not require complicated optimization
tools so just a simple optimization algorithm is sufficient. Substantial ex-
periments are performed on several publicly available real world datasets,
which shows that SOCFS outperforms various unsupervised feature selec-
tion methods and that latent cluster information by the target matrix is ef-
fective for regularized regression-based feature selection.
Problem Formulation: Given training data, let X = [x1, . . . ,xn] ∈ Rd×n

denote the data matrix with n instances where dimension is d and T =
[t1, . . . , tn] ∈Rm×n denote the corresponding target matrix where dimension
is m. We start from the regularized regression-based formulation to select
maximum r features is minW ‖WT X−T‖2

F s.t. ‖W‖2,0 ≤ r. To exploit
such formulation on unlabeled data more effectively, it is crucial for the tar-
get matrix T to have discriminative destinations for projected clusters. To
this end, a new type of target matrix T is proposed to conduct clustering di-
rectly on the projected data points WT X. We allow extra degrees of freedom
to T by decomposing it into two other matrices B ∈ Rm×c and E ∈ Rn×c as
T = BET with additional constraints as

min
W,B,E

‖WT X−BET ‖2
F +λ‖W‖2,1 s.t. BT B = I, ET E = I, E≥ 0, (1)

where λ > 0 is a weighting parameter for the relaxed regularizer ‖W‖2,1
that induces row sparsity of the projection matrix W. The meanings of the
constraints BT B = I,ET E = I,E≥ 0 are as follows: 1) the orthogonal con-
straint of B lets each column of B be independent; 2) the orthogonal and
the nonnegative constraint of E make each row of E has only one non-zero
element [2]. From 1) and 2), we can clearly interpret B as the basis matrix,
which has orthogonality and E as the encoding matrix, where the non-zero
element of each column of ET selects one column in B.

While optimizing problem (1), T=BET acts like clustering of projected
data points WT X with orthogonal basis B and encoder E, so T can estimate
latent cluster centers of the WT X. Then, W successively projects X close
to corresponding latent cluster centers, which are estimated by T. Note that
the orthogonal constraint of B makes each projected cluster in WT X be sep-
arated (independent of each other), and it helps W to be a better projection
matrix for selecting more discriminative features. If the clustering is directly
performed on X not on WT X, the orthogonal constraint of B extremely re-
stricts the degree of freedom of B. However, since features are selected by
W and the clustering is carried out on WT X in our formulation, so the or-
thogonal constraint of B is highly reasonable. A schematic illustration of
the proposed method is shown in Figure 1.

This is an extended abstract. The full paper is available at the Computer Vision Foundation
webpage.
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Figure 1: Schematic illustration of the proposed method. First row illus-
trates the projection step that maps the data points to the target matrix. Sec-
ond row illustrates the orthogonal basis clustering step to discriminate latent
cluster centers of the projected data points. These two steps are simultane-
ously conducted to select discriminative features without label information.

Optimization: Our objective function of SOCFS by rewriting problem (1)
with an auxiliary variable F and an additional constraint F = E is as follows:

min
W,B,E,F

‖WT X−BET ‖2
F +λ‖W‖2,1 + γ‖F−E‖2

F

s.t. BT B = I, ET E = I, F≥ 0,
(2)

where γ > 0 is another parameter to control the degree of equivalence be-
tween F and E. Then an iterative optimization algorithm is proposed to
solve this problem.
Experiments: We follow the same experimental setups of the previous
works [1, 3, 4, 5, 6]. The experiments were conducted on seven publicly
available datasets: LUNG, COIL20, Isolet1, USPS, YaleB, UMIST, AT&T.
On each dataset, SOCFS is compared to the unsupervised feature selection
methods [1, 3, 4, 5, 6] including all features case. It is shown that SOCFS
has the best clustering results for all datasets, which indicates SOCFS se-
lects the most discriminative features under multi-label condition. Please
refer to the paper for detailed experimental results and discussions.
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