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Figure 1: The overview of the proposed method.

A number of recent studies have shown that a Deep Convolutional Neu-
ral Network (DCNN) pretrained on a large dataset can be adopted as a uni-
versal image descriptor, and that doing so leads to impressive performance
at a range of image classification tasks. Most of these studies, if not all,
adopt activations of the fully-connected layer of a DCNN as the image or
region representation and it is believed that convolutional layer activations
are less discriminative.

This paper, however, advocates that if used appropriately convolutional
layer activations can be turned into a powerful image representation. This is
achieved by adopting a new technique proposed in this paper called cross-
convolutional-layer pooling. More specifically, it consists of two major
components: (1) it extracts subarrays of feature maps from the t-th con-
volutional layer as local features {xt

i}. (2) instead of performing pooling on
{xt

i}, we use the Dt+1 filter responses in the t +1-th convolutional layer to
create Dt+1 spatial weighting schemes. Then the pooling operation is ap-
plied Dt+1 times with each time corresponding to a weighting scheme. The
final image representation is obtained by concatenating these Dt+1 pooling
results. The overview of the proposed method is shown in Figure 1.

Formally, the above procedure is expressed as follows:
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where Pt denotes the pooled feature for the t-th convolutional layer, which
is calculated by concatenating the pooled feature of each pooling channel
Pt

k,k = 1, · · · ,Dt+1. xt
i denotes the ith local feature in the tth convolutional

layer. Note that feature maps of the (t +1)th convolutional layer is obtained
by convolving feature maps of the tth convolutional layer with a m×n-sized
kernel. So if we extract local features xt

i from each m×n spatial units in the
tth convolutional layer then each xt

i naturally corresponds to a spatial unit
in the (t + 1)th convolutional layer. Let’s denote the feature vector in this
spatial unit as at+1

i ∈RDt+1 and the value at its kth dimension as at+1
i,k . Then

we use at+1
i,k to weight local feature xt

i in the kth pooling channel.
Compared with exising methods that apply DCNNs in the local feature

setting, the main advantage of the proposed method is that it avoids the
input image style mismatching issue which is usually encountered when
applying fully connected layer activations to describe local regions. Also,

This is an extended abstract. The full paper is available at the Computer Vision Foundation
webpage.

Table 1: Comparison of results on Birds-200. Note that methods with
“use parts” mark require parts annotations and detection while our methods
(those marked with “*”) do not employ these annotations so they are not
directly comparable with us. CL-45 and CL-45F use different convolutional
layer sizes, CL-45 uses 13×13 and CL-45F uses 26×26.

Methods Accuracy Remark

CNN-Global 59.2% no parts.
CNN-Jitter 60.5% no parts
R-CNN SCFV [3] 66.4% no parts
*CL-45 72.4% no parts, 13×13
*CL-45F 68.4% no parts, 26×26
*CL-45C 73.5% no parts, CL-45 + CF-45F

GlobalCNN-FT [2] 66.4 % no parts, fine tunning
Parts-RCNN-FT [4] 76.37 % use parts, fine tunning
Parts-RCNN [4] 68.7 % use parts, no fine tunning
CNNaug-SVM [5] 61.8% -
CNN-SVM [5] 53.3% CNN global
DPD+CNN [1] 65.0% use parts
DPD [6] 51.0% -

the proposed method is easier to implement since it is codebook free and
does not have any tuning parameters.

We evaluate the proposed method on four popular visual classification
datasets, MIT-67, Birds-200, PASCAL VOC 2007 and the H3D human at-
tribute dataset. Through our evaluation, it is demonstrated that the proposed
representation can achieve comparable or in some cases significantly bet-
ter performance than existing fully-connected layer based image represen-
tations. Our method performs particularly well on the fine-grained image
classification problem. As shown in Table 1, our best method achieves
73.5% classification accuracy on the Birds-200 dataset without using any
parts annotation. Also, our best method achieves 71.5%, 77.8%,78.3% clas-
sification accuracy on MIT-67, PASCAL VOC07, and H3D human action
recognition datasets respectively.

We also compare our method against other possible ways of using con-
volutional level features and our experimental results suggest that the pro-
posed method obtains overall best performance. In addition, we show that
by applying a coarse feature value quantization it is possible to greatly re-
duce the memory storage of our image representation without sacrificing its
classification performance.
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