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Contour detection is a fundamental problem in computer vision, which serves
as the basis of a variety of tasks such as image segmentation [1] and object
recognition [6]. Traditionally, the framework for contour detection designs
a variety of gradient features for each image pixel, followed by learning a
binary classifier to determine whether an image pixel is passed through by
contours or not [1, 2, 7].

In this paper, we investigate how to automatically learn contour features
to replace the hand-designed gradient features for contour detection by the
powerful deep convolutional neural networks (CNNs) [5]. Different from
other deep learning based contour detection approaches [3, 4], which uses
the deep networks as blackbox models, we customize the learning process
by considering the intrinsic properties of contours. We first partition con-
tour patches into compact clusters according to their inherent structures and
assign each of them a shape label. Such a process converts the binary classi-
fication problem (i.e. predicting whether an image patch belongs to contour
or non-contour) to a multi-class problem (i.e. predicting whether an image
patch belongs to each shape class or the negative class). Fitting contour data
of different shapes by different model parameters is followed by the spirit of
divide-and-conquer strategy, which can ease the training difficulty due to the
diversity of the contour data. Then, we define a new loss function, named
positive-sharing loss, in which the loss for the positive class is shared among
each shape class. It brings better regularization to the pre-defined clusters
and move focus back the end goal of binary classification.

Following [6], we obtain the shape classes by clustering patches ex-
tracted from the binary images representing the hand labeled ground truth
contours. This clustering process leads to K shape classes, with which we
can assign a label y to each color image patch x extracted from the images
in the dataset. If x is a contour patch, its class label is supplied by the
shape clustering results, i.e. its class label y = k(k ∈ {1, . . .,K}) if its corre-
sponding patch extracted from the hand labeled ground truth binary image
belongs to k-th shape class. Otherwise, if x is a background patch, its label
is assigned by y = 0.

Fig. 1 depicts the overall architecture of our CNN, which contains six
layers with parameters to be learned; the first four are convolutional and the
remaining two are fully-connected. Only convolutional and fully-connected
layers contain learnable parameters, while the others are parameter free.

Figure 1: An illustration of the architecture of our CNN, explicitly visu-
alizing the dimensions of each network layers. Due to the limited space,
we only show the layers with learnable parameters. The convolutional lay-
ers are represented by blue squares, while fully-connected ones are marked
by blue dots. The big and small light red blocks depict the convolutional
kernels and results, respectively.

Given a training set which contains m image patches:
{

x(i),y(i)
}m

i=1
,

where x(i) is the i-th image patch and y(i) ∈ {0,1, . . .,K} is its class label. If
y(i) = 0, then x(i) is a negative patch; If y(i) = k > 0, then x(i) is a positive
patch and belongs to the k-th shape class. Let (a(i)j ; j = 0,1, . . .K) be the

output of unit j in the second fully-connected layer (FC2) for x(i), then the
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probability that the label of x(i) is j is given by

p(i)j =
exp(a(i)j )

∑
K
l=0 exp(a(i)l )

. (1)

Our loss function is defined by

J =− 1
m

[
m

∑
i=1

K

∑
j=0

1(y(i) = j) log p(i)j

+
m

∑
i=1

λ

((
1(y(i) = 0) log p(i)0 +

K

∑
j=1

1(y(i) = j) log(1− p(i)0 )
))]

, (2)

where 1(·) is the indicator function and λ is a controlling parameter. The
first term in Eq. 1 is the a (K + 1)-way softmax loss, and the second one
is the loss to emphasize the incorrect estimation between the zero label and
nonzero labels. The partial derivatives of the new loss are obtained by

∂J

∂a(i)0

=
1
m

[
(λ +1)1(y(i) = 0)(p(i)0 −1)+(λ +1)

K

∑
j=1

1(y(i) = j)p(i)0

]
, (3)

and

∂J

∂a(i)l

=
1
m

[(
λ1(y(i) = 0)+1

)
p(i)l −1(y(i) = l)

−λ

K

∑
j=1

1(y(i) = j)
( p(i)0 p(i)l

1− p(i)0

)]
. (4)

Our conclusion can be summarized into two potins: one is partition con-
tour (positive) data subclasses is necessary for training an effective CNN
model, the other is the proposed positive-sharing loss function, which em-
phasizes the losses for the contour and non-contour rather than the loss for
each subclass, facilitating to explore more discriminative features than soft-
max loss function.
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