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Figure 1: Face labeling on the LFW [2] and Helen [1] (a) input images. (b) pixel-
wise label likelihoods. (c) semantic edge maps. (d) face labeling results.

Face labeling parses an input face image into semantic regions, e.g. eyes,
nose and mouth for future processing. Unlike existing methods that define a
set of landmarks along face contours and facial components [7], face label-
ing provides a more robust representation by assigning a semantic label to
every pixel of a face image, and has several advantages: First, it is not sensi-
tive to pose, shape, illumination variations and occlusions. Second, it solves
the hair region parsing, which is never addressed in landmarks-based meth-
ods. For face labeling, three main challenges need to be addressed: (a) How
to obtain the per-pixel labeling by combining a per-pixel likelihood and a
labeling dependency of neighboring pixels? (b) How to introduce facial pri-
ors to regularize the labeling model? (c) How to efficiently infer labelings?

In this work, we formulate face labeling as a conditional random field
with unary and pairwise classifiers. A multi-objective convolutional learn-
ing method is developed by decomposing the structured loss of conditional
random fields (CRFs) into two distinct, non-structured losses: one encod-
ing the unary label likelihoods and the other encoding the pairwise label
dependencies:

min
ω
{Ou(ω,ωu),Ob(ω,ωb)},{

Ou(ω,ωu) = E(∑i∈V Lu(yi,xi,ω,ωu))+Ψ(ω,ωu)
Ob(ω,ωb) = E(∑i, j∈E Lb(zi j,xi j,ω,ωb))+Φ(ω,ωb)

(1)

where Ou(ω,ωu) is the expected loss for the unary classifier, and Ob(ω,ωb)
is the expected loss for the binary classifier over all the training samples.
We denote the parameters of the shared CNN network by ω , and those not
shared from the topmost intermediate layer of CNN by (ωu,ωb). In addition,
Ψ(ω,ωu) and Φ(ω,ωb) are regularization terms. The network is updated
through combining gradients of both the softmax and logistic loss functions
for backpropagation. Weight sharing is enforced between them so that the
network is strengthened by learning from both objectives. More details and
expressions can be found in Section 3.3. Compared to structured loss CNNs,
our method has two advantages. First, the training process is as efficient as
existing CNNs with non-structured losses. Second, by converting the edge
term into a logistic loss (edge versus non-edge), semantic image boundaries
are learned for effective labeling. Our training pipeline is based on a sliding
window input [4, 6] with overlapping patches, as shown in Figure 2. In the
testing stage, we convert the original energy function, including the unary
term Eu(yi) and the pairwise term Eb(yi,y j), into a submodular one, so that
the GraphCut algorithm can be used for efficient inference,

minE(Y) = ∑
i∈V

Eu(yi)+ ∑
i, j∈V

Eb(yi,y j)I(yi 6= y j), (2)

where I(·) is the indicator function. Since convolutional operations share
computations between overlapped patches, an efficient strategy introduced
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Figure 2: Proposed CNN classifier with sliding window based inputs.

in [4] is proposed by replacing the fully connected layers with equivalent
convolutional layers. The full-convolutional model is applied directly to a
test image. In addition, an efficient adaptive inference method is proposed
to ensure full-sized labeling.

Figure 3: An nonparametric prior is proposed based on label transfer, as shown on
the left. A typical labeling improvement is show on the right.

We also integrate a global facial prior into our learning model, as shown
in Figure 3. The global facial prior is estimated by transferring face label-
ing masks (ground truth) from exemplars through landmark detection [5].
Unlike existing methods [3, 5, 8] that use this nonparametric prior at the
inference stage, our method uses it as additional input channels, other than
raw RGB image intensities, to train a CNN, which significantly improves
the performance and reduces the network size.

Experiments on face labeling tasks show that the proposed multi-objective
learning and the nonparametric prior significantly improves the labeling per-
formance. We show that accurate labeling results on challenging images can
be obtained by the proposed algorithm for real-world applications.
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