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The advent of the original Kinect camera [4] and its sucessors has sparked a
tremendous regain of interest for RGB-D sensors, which were formerly per-
ceived as being either cumbersone or expensive. They have been used with
great success for motion capture [7, 8] and are becoming increasingly popu-
lar for people detection in robotics applications [5, 6]. However, the former
requires the algorithms to be trained on very large training databases, which
may not always be easy to create, to achieve the desired level of performance
while the latter usually do not take into account possible occlusions between
people.

In this paper, we propose an approach that relies on a generative model
to evaluate the probability of target objects being present in the scene while
explicitly accounting for occlusions, which prevents such failures. It is in-
spired by an earlier approach to estimating these probabilities from back-
ground subtraction results from multiple cameras with overlapping fields of
view [3]. In the paper, we use a single depth map and approximate proba-
bilities of occupancy at separate locations by choosing these probabilities so
that the lower bound on the model likelihood is maximized (by using vari-
ational methods). In contrast to many other approaches, ours does statisti-
cal reasoning jointly, that is, knowledge about one piece of image evidence
helps us to reason about the rest. This allows in particular to properly in-
fer the presence of a severely occluded target from the presence of a small
fragment.

(a) (b)

Figure 1: A generative model for depth maps. (a) Objects can be thought
of as boxes, and images of objects are outlines within their rectangular pro-
jections. (b) Background is modeled explicitly, with a depth distribution for
each pixel.

In our model, we consider a finite number of locations on the ground.
An object of interest, e.g. a pedestrian, located at one of these, is represented
by a flat free-shape inside a rectangular bounding box (see Fig. 1). In prac-
tice, with each location k ∈K we therefore associate two random variables.
The first is a Boolean Xk that denotes the presence or absence of the object
at a location k. The second, a Boolean mask Mk, represents the 2D contour
of that object, i.e. object segmentation. We then model the measured depths
Zi at each pixel i ∈ L in the image as conditionally independent given these
variables, and distributed around the mean depth of the closest object, or
according to the background distribution (bg) if no object is present:

l∗ = argmin
l:{Xl=1,i∈Ml ,l∈K}∪{bg}

〈θl,i(z|z 6= z∞)〉, (1)

Zi ∼ θl∗,i(z). (2)

where θk,i(z) are distributions over depth for a specific location and pixel,
〈·〉 denotes expectation and z∞ encodes missing data. We use variational
inference to get estimates of the posterior over object locations Xk. For Mk,
a point estimate is obtained by a simplistic segmentation procedure. In the
paper, we provide a complete formal description of our model, as well as
details on inference and implementation.

This is an extended abstract. The full paper is available at the Computer Vision Foundation
webpage.
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Figure 2: MODA scores on various datasets.

We evaluate our method on two available datasets [5, 6], as well as
our own challenging sequences. In Fig. 2, we demonstrate performance
comparison of our algorithm (DPOM) with multiple baselines (RGB detector,
ACF [2], RGB-D detector, PCL-MUNARO [6], latest Kinect, KINECT2 [4])
in terms of MODA-scores [1]. In the paper, we demonstate that our method
is able to outperform all of the baselines, even though it does not require
neither large amounts of training data nor RGB signal.

The conclusion is that, with a use of an explicit generative model, and
joint reasoning about the evidence, our method demonstrates state-of-the-
art performance for pedestrian detection in depth maps, while being flexible
enough to be used with a different object type, which we demonstrate on
quadrocopters.
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