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Figure 1: One-step exploration vs multi-step exploration to the seman-
tic relationship. One-step exploration leads to a bi-partite structure, while
multi-step leads to a full graph structure for the semantic relationship.

Object recognition by zero-shot learning (ZSL) aims to recognise objects
without seeing any visual examples by learning knowledge transfer between
seen and unseen object classes. Existing works usually utilize the one-step
exploration to the semantic relationship [1, 2], while in this paper we con-
sider to exploit the multi-step exploration. As shown in Fig. 1, one-step
exploration natually leads to a bi-partite structure, while multi-step explo-
ration leads to a full graph structure for the semantic relationship. The rich
intrinsic structure of the semantic categories is modelled by a semantic (la-
bel) graph. Subsequently, the conventional distance metric (e.g. cosine) is
replaced by the distance along the semantic manifold, which is computed
through an absorbing Markov chain process (AMP).

Let Y = {y1, . . . ,yp} denotes a set of p seen class labels and Z =
{z1, . . . ,zq} a set of q unseen class labels. These two sets of labels are
disjoint, i.e. Y ∩Z = ∅. We are given a labelled training dataset XY =
{(x j,y j)} where x j is a d-dimensional feature vector extracted from the j-
th labelled image and y j ∈ Y . In addition, a test dataset XZ = {(xi,yi)} is
provided where xi is a d-dimensional feature vector extracted from the i-th
unlabelled test image and the unknown yi ∈ Z . The goal of ZSL is to learn
a classifier f : X →Z to predict yi.

We define an absorbing Markov chain process on the semantic graph as
follows. Each unseen class node is viewed as an absorbing state and each
seen class node is viewed as a transient state, whilst the transition probabil-
ity from class node i to class node j is pi j = wi j/∑ j wi j . An absorbing state
means that for each unseen class node i, we have pii = 1 and pi j = 0 for
i 6= j. We re-number the class nodes (as states in a Markov process) so that
the seen class nodes (transient states) come first. Then, the transition matrix
P of the above absorbing Markov chain process has the following canonical
form:

P =

(
Qp×p Rp×q
0q×p Iq×q

)
. (1)

In Eq. (1), Qp×p describes the probability of transitioning from a transient
state (seen class) to another, Rp×q describes the probability of transitioning
from a transient state (seen class) to an absorbing state (unseen class). In ad-
dition, 0q×p and the identity matrix Iq×q denote that the absorbing Markov
chain process cannot leave the absorbing states once it arrives.

For ZSL, we first incorporate xi into the semantic graph. This is fol-
lowed by applying an extended absorbing Markov chain process (see Fig. 2).
For xi, we have Ti = [ti j]1×p as a row vector of p elements. Each element is
ti j = p(y j|xi). Each test image xi is incorporated into the semantic graph as
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Figure 2: After incorporating a test image into a semantic graph, zero-
shot learning can be viewed as an extended absorbing Markov chain process
(AMP) on the graph.

a transient state. The transition matrix P̃ of the extended absorbing Markov
chain process have the following canonical form:

P̃ =

 Qp×p 0p×1 Rp×q
(Ti)1×p 01×1 01×q

0q×(p+1) Iq×q

 . (2)

Formally, the absorbing probability bi j is the probability that the absorb-
ing Markov chain will be absorbed in the absorbing state s j if it starts from
the transient state si. The absorbing probability matrix B̃ = [bi j](p+1)×q can
be computed as follows:

B̃ = Ñ× R̃, (3)

in which Ñ is the fundamental matrix of the extended absorbing Markov
chain process and its last row can be computed as:

Ñ(p+1),· =
(

(Ti)(I−Q)−1, 1
)

1×(p+1) (4)

and then we further compute B̃p+1,· as

B̃p+1,· = (Ñ(p+1),·)× R̃ = Ti× (I−Q)−1R, (5)

which can be viewed as the semantic manifold distance between the test
image and each unseen class.

For the whole test dataset with n images, we use a matrix Sn×q to store
the computed absorbing probabilities, in which the i-th row Si,· of S equals
to the absorbing probabilities of xi. If we stack the results of all test images
together, we have the final matrix S as follows:

S = T (I−Q)−1R. (6)

For the test image xi, we assign it to the unseen label that has the maximum
absorbing probability when the absorbing chain starts from xi. Finally, our
ZSL classifer is

f (xi) = argmax
z j

Si, j (7)
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