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This paper presents an algorithm for “unconstrained” 3D face reconstruc-
tion from a 2D photo collection of face images of a subject captured under a
diverse variation of poses, expressions, and illuminations, without meta data
about the cameras, timing, or light conditions. The output of our algorithm is
a true 3D face surface model represented as a watertight triangulated surface
with albedo data or texture information. This is certainly a very challenging
problem, as we do not have access to stereo imaging [8] or video [3]. Moti-
vated by the success of the state-of-the-art method [6], we developed a novel
photometric stereo-based method with two distinct novelties. First, working
with a true 3D model allows us to enjoy the benefit of using images from all
possible poses, including profiles, without warping them to a frontal image.
Second, by leveraging emerging face alignment techniques and our novel
normal field-based Laplace editing, a combination of landmark constraints
and photometric stereo-based normals drives our surface reconstruction.

...

Figure 1: Given Tom Hanks’ photo collection with pose, expression, and
illumination variations, our system performs surface reconstruction, shown
along with a real photo at the same viewpoint.

Obtaining a user-specific 3D face surface model is a well studied task
in computer vision literature; as it has a variety of applications ranging from
3D-assisted face recognition [1], 3D expression recognition [9], facial an-
imations [2], and more. Despite the emergence of 3D sensors to directly
acquire 3D face models, accurately reconstructing the 3D surface model
from 2D images is a long-standing computer vision problem. There is also
no shortage of 2D images continuing to be captured today.

Prior techniques reconstruct from a range of different constrained in-
puts including: stereo imaging [8], photometric stereo [4], and video se-
quences [3]. These techniques are relatively easier because they can make
assumptions about the face based on knowledge of the environment, cam-
era positions, optical flow, or lighting. When the images are captured in
an unconstrained fashion, there is one state-of-the-art approach using an
impressive photometric stereo-based method to produce high-quality face
models from photo collections [6], where the recovering of a locally consis-
tent shape is intelligently achieved by using a different subset of images for
each part of the face. However, there are still two limitations in [6]. One,
mainly near-frontal images are selected to contribute to the reconstruction,
while the consensus is that non-frontal, especially profile, images are highly
useful for 3D reconstruction. Two, due to surface reconstruction on a 2D
grid, a 2.5D height field, rather than a full 3D model, is produced.

Motivated by the state-of-the-art results and amendable limitations of [6],
this paper proposes a novel approach to 3D face reconstruction. Our ap-
proach is also enabled by the recent explosion of face alignment techniques [5,
7], where the precision of 2D landmark estimation has been substantially
improved. Specifically, given a collection of unconstrained face images, we
first perform 2D landmark estimation [10] of each image. In order to prepare
an enhanced 3D template for the photometric stereo, we deform a generic
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3D face template such that the projections of its 3D landmarks are consistent
with the estimated 2D landmarks on all images, and the surface normals are
maintained. With the enhanced 3D template, 2D face images at all poses are
projected onto the 3D surface, where the collection of projections will form
a data matrix spanning all vertices of the template. Since there are inevitably
missing elements in the data matrix due to varying poses, matrix completion
is employed and followed by the estimation of surface normal and lighting
decomposition via SVD. We further deform the 3D shape so that its updated
surface normals will be similar to the estimated ones, under the landmark
constraint and an additional boundary constraint.

To illustrate the strength of our approach, we perform experiments on
several large collections of celebrities, as well as one subject where the
ground truth 3D model is collected. Both qualitative and quantitative ex-
periments are conducted and compared with the state-of-the-art method.
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Figure 2: Overview of the proposed 3D face reconstruction technique.
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