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Many visual recognition problems can be approached by counting instances.
To determine whether an event is present in a long internet video, one could
count how many frames seem to contain the activity. Classifying the activity
of a group of people can be directed by counting the actions of individual
people. Encoding these cardinality relationships can reduce sensitivity to
clutter, in the form of irrelevant frames in a video or individuals not involved
in group activity. This paper develops a powerful and flexible framework
to embed any cardinality relation between latent labels in a multi-instance
model. Hard or soft cardinality relations can be encoded to tackle diverse
levels of ambiguity. Experiments on tasks such as human activity recogni-
tion, video event detection, and video summarization demonstrate the effec-
tiveness of using cardinality relations for improving recognition results.

(a) What is the collective
activity?

(b) What is this video about? (c) Is this video segment inter-
esting?

Figure 1: Encoding cardinality relations can improve visual recognition. (a)
An example of collective activity recognition task [1]. Three people are
waiting, and two people are walking (passing by in the street). Using only
spatial relations, it is hard to infer what the dominant activity is, but en-
coding the cardinality constraint that the collective activity tends to be the
majority action helps to break the tie and favor “waiting" over “walking".
(b) A “birthday party" video from the TRECVID MED11 dataset [3]. Some
parts of the video are irrelevant to birthdays and some parts share similarity
with other events such as “wedding". However, encoding soft cardinality
constraints such as “the more relevant parts, the more confident decision",
can enhance event detection. (c) A video from the SumMe summarization
dataset [2]. The left image shows an important segment, where the chef is
stacking up a cone. The right image shows the human-judged interesting-
ness score of each frame. Even based on human judgment, not all parts
of an important segment are equally interesting. Due to uncertainty in la-
beling the start and end of a segment, the cardinality potential might be
non-monotonic.

Fig. 1 shows an overview of our method. We encode our intuition about
these counting relations in a multiple instance learning framework. In multi-
ple instance learning, the input to the algorithm is a set of labeled bags con-
taining instances, where the instance labels are not given. We approach this
problem by modeling the bag with a probabilistic latent structured model.
Here, we highlight the major contributions of this paper.

• Showing the importance of cardinality relations for visual recogni-
tion. We show in different applications that encoding cardinality rela-
tions, either hard (e.g. majority) or soft (e.g. the more, the better), can
help to enhance recognition performance and increase robustness against
labeling ambiguity.

• A kernelized framework for classification with cardinality relations.
We use a latent structured model, which can easily encode any type of
cardinality constraint on instance labels. A novel kernel is defined on
these probabilistic models. We show that our proposed kernel method is
effective, principled, and has efficient and exact inference and learning
methods.

The proposed method operates in a multiple instance setting, where the
input is bags of instances, and the task is to label each bag. For concreteness,
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Fig. 2(a) shows video event detection. Each video is a bag comprised of
individual frames. The goal is to label a video according to whether a high-
level event of interest is occurring in the video or not. Temporal clutter, in
the form of irrelevant frames, is a challenge. Some frames may be directly
related to the event of interest, while others are not.

Fig. 2(b) shows a probabilistic model defined over each video. Each
frame of a video can be labeled as containing the event of interest, or not.
Ambiguity in this labeling is pervasive, since the low-level features defined
on a frame are generally insufficient to make a clear decision about a high-
level event label. The probabilistic model handles this ambiguity and a
counting of frames – parameters encode the appearance of low-level features
and the intuition that more frames relevant to the event of interest makes it
more likely that the video as a whole should be given the event label.

A kernel is defined over these bags, shown in Fig. 2(c). Kernels compute
a similarity between any two videos. In our case, this similarity is based
on having similar cardinality relations, such as two videos having similar
counts of frames containing an event of interest. Finally, this kernel can be
used in any kernel method, such as an SVM for classification, Fig. 2(d).

We evaluated the performance of the proposed method on three chal-
lenging tasks: collective activity recognition, video event detection, and
video summarization. The results showed that encoding cardinality relations
and using a kernel approach with non-uniform (or probabilistic) aggregation
of instances leads to significant improvement of classification performance.
Further, the proposed method is powerful, straightforward to implement,
with exact inference and learning, and can be simply integrated with off-
the-shelf structured learning or kernel learning methods.
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(b) Learning the
Cardinality Model
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Figure 2: The high-level scheme of the proposed kernel method for bag
classification.
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