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Large scale visual search has attracted great attentioonpater vision

due to its wide potential application&][ Hashing is a powerful technique CLADIEEILI Quantization Loss
for large-scale visual search and a variety of hashingebasethods have 00010.011000

been proposed in the literaturg, [4, 7]. The basic idea of hashing-based . <i Balanced Bits
approach is to construct a series of hash functions to mapwscal object 10011001011

into a binary feature vector so that visually similar sarafEes mapped into 01001100101 Independent Bits

similar binary codes.

In this paper, we propose a new deep hashing (DH) method tno lea
compact binary codes for large scale visual search. Figjillestrates the
basic idea of the proposed approach. Different from mositieg binary
codes learning methods which usually seek a single linegegion to map
each sample into a binary vect@; b, 6], we develop a deep neural network
to seek multiple hierarchical non-linear transformatitmgearn these bina-
ry codes. For a given samplg, we obtain a binary vectds, by passing
it to a network which contains multiple stacked layers of lim@ar trans-
formations. Assume we haw + 1 layers, the output for thetith layer is:
hi' = s(W™Mhf—1 4 cM) whereW™ andc™ is the projection matrix and bias
vector, to be learned at timth layer of the network respectively, asd) is
a non-linear activation function. We perform hashing fa tutputhM at
the top layer of the network to obtain binary codes as follows- sgnhM)
which is parameterized byw™ c™}M . Our model is learned under three
constraints at the top layer of the deep network. By usingiih&ix rep- Figure 1: The basic idea of our proposed approach for confyiaaty codes
resentation of the binary codes vectors and the output ofrthelayer of |earning. Given a gallery image set, we develop a deep neetalork and
the network, we formulate the following optimization prebd to learn the |earn the parameters of the network by using three critsrfonthe codes
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parameters of our network: obtained at the top layer of the network: 1) minimizing losgvieen the
) original real-valued feature and the learned binary ve@pbinary codes
argming- = J1 — Al + A2+ Ay distribute evenly on each bit, and 3) each bit is as indepenate possible.
1 w2 M VAT The parameters of the networks are updated by back-prapagdsised on
= SIB=HYE - S tr(HTHT)T) the optimization objective function at the top layer.
o 22 T -1+ 2wz - emp)
2 & 2 NsandNp are the number of neighbor and non-neighbor pgh), HOIM

_ _ o o are the hidden representation of sample pai @md{H{;, H, } 1 in D.
The first termJ; aims to minimize the quantization loss between the learngige objective ofl, is to minimize the intra-class variations and maximize
binary vectors and the original real-valued vectors. Tioese terml, aims  the inter-class variations; is the parameter to balance these two parts in thi
to maximize the variance of learned binary vectors to enbalenced bits. term. The aims o8y, Js, andJ, are the same as those of the DH method.
The third termJ; enforces a relaxed orthogonality constraint on those pro- earning parameterﬁwm,cm},'\{'bl by solving the optimization prob-
jection matrices so that the independence of each transtomaximized. |ems through spectral relaxation and stochastic gradistteht is described
The last terml, are regularizers to control the scales of the paramedgrs. in our paper. Experimental results on three widely usedséésashowed the
Az, andAs are three parameters to balance the effect of differentsterm  effectiveness of the proposed methods.
We also propose a supervised deep hashing (SDH) method wkich
tends DH into a supervised version to enhance the discrtiminpower of [1] Ritendra Datta, Dhiraj Joshi, Jia Li, and James Z Wanggdenretrieval:
DH. For each pair of training sampl€s;,x;j), we know whether they are  I|deas, influences, and trends of the new &@geivVl CSUR, 40(2):5, 2008.
from the same class or not. Hence, we can construct twaSsetsD from 2] yunchao Gong and Svetlana Lazebnik. Iterative quatitia A pro-
the training set, which represents the positive samples paid the nega- ~ crystean approach to learning binary codesCUPR, pages 817-824,
tive samples pairs in the training set, respectively. Thexnformulate the 2011,
following optimization problem for our SDH method: [3] Junfeng He, Wei Liu, and Shih-Fu Chang. Scalable sirtylagearch
with optimized kernel hashing. IKDD, pages 1129-1138, 2010.
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