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Inferring which location co-ordinates an image corresponds to is a challeng-
ing problem in visual recognition, which has applications in areas such as
surveillance, geomapping, landform modeling among others. It differs from
other recognition problems pertaining to, say objects, scene, and faces, in
that it is not enough to model visual appearance alone since two images
that have similar appearance can correspond to different locations, and two
images having dissimilar appearance can come from neighboring locations.
While initial efforts investigating this problem began atleast two decades
ago [3], substantial progress was seen only in the last decade due to the
availability of large quantity of data and the related progress in data-driven
techniques [4]. Most of these methods assume hand-crafted features and
pursue statistical learning to discriminate images across locations.

Our approach addresses this problem using principles from automated
representation learning, and we pursue this objective with both geometric
and statistical flavors to learn transformational priors that help infer novel
locations. (i) Firstly we understand how the appearance information of train-
ing images correlate with their location information. To this end we cluster
the images based on their appearance features to form the appearance space
and cluster the images based on their location information to obtain the lo-
cation space. We then bridge the two spaces by considering the subspace
spanned by each cluster and then employing the notion of parallel trans-
port on Grassmann manifold to produce a collection of possible transfor-
mations that map information contained in subspaces from one space on to
another. (ii) We use this geometric information as a prior for initializing a
hierarchical sparse coding scheme, which automatically learns representa-
tions that compactly represent each image from the large pool of information
conveyed by the geometric prior. We then train discriminative classifiers
(SVM) on the sparse codes to infer location information of the test image.
An overview of our approach is given in Figure 1.

Figure 1: Given training data z with location labels, we cluster the data
to form appearance space A and location space L, and derive geometric
transformations between them using parallel transport T on the Grassmann
manifold. Shown on the manifold are points corresponding to subspaces
obtained from each cluster. We then learn hierarchical sparse codes by ini-
tializing it with the geometric prior and perform location estimation of test
data using SVM similarities learnt on sparse codes of the training data.

We believe an explicit modeling of transformations across location and
appearance information is essential to address the challenging problem of
location recognition. While many existing approaches consider this prob-
lem as just another classification problem, we empirically demonstrate that
our geometric prior is beneficial to such techniques as well. Since such a
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Figure 2: Examples of test data with correct location estimates from our
approach. Many images do not come from common tourist places.

prior increases the amount data to be processed and the dependency between
them by several folds, our feature learning solution using hierarchical sparse
coding brings in efficiency with regards to these challenges. We tested our
approach on the publicly available earth-scale im2gps dataset [2] and more
focused city-scale San Francisco dataset [1] and obtained an improvement
in geo-location accuracy of upto 20% over previous best methods. Some re-
sults on the test data are shown shown in Figure 2. The construction of our
approach also lends itself to integrate heterogeneous data modalities such
as geotags and videos, in addition to images, and we demonstrate its util-
ity with experiments on the MediaEval dataset. Detailed results on these
datasets, as well as analysis on the robustness of the approach to parameter
tuning and on the utility of design choices pertaining to the geometric prior
and hierarchical feature learning are provided in the main paper.

We also study a relatively under-addressed problem of transferring knowl-
edge gained on recognizing certain locations to perform inference on never-
seen-before locations. This was made feasible as our model is genera-
tive and thus captures holistic trends on how appearance information flows
across locations, and we could utilize it to cluster novel locations to a rea-
sonable accuracy. Such a scheme can also serve as a means to provide weak
supervision on unlabeled data. Through this work we stress that while deep
statistical feature learning methods are very efficient in handling big data
problems, it is equally important to feed them with strong geometric priors
pertaining to the actual application that one is trying to address.
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