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We present a novel framework for cross-age face verification (FV) by seek-
ing help from its “competitor" named cross-face age verification (AV), i.e.,
deciding whether two face photos are taken at similar ages. While FV and
AV share some common features, FV pursues age insensitivity and AV seeks
age sensitivity. Such correlation suggests that AV may be used to guide fea-
ture selection in FV, i.e., by reducing the chance of choosing age sensitive
features.

Driven by this intuition, we propose to learn a solution for cross-age
face verification by coordinating with a solution for age verification.

The baseline algorithm is the greedy coordinate descent strategy used
for function approximation [1]. The goal is to learn the model coefficients p
to minimize a loss function of the form:

L(D,p) =
N

∑
i=1

`(yi, f (xi;p)), (1)

where `(·, ·) is the loss function for an individual sample.
Specifically, a joint additive model is devised to simultaneously han-

dling both tasks, while encoding feature coordination by a competition reg-
ularization term, as follows,

J (D,A,p,a) =
N

∑
i=1

exp(−yi f (xi;p))

+
Na

∑
i=1

exp(−li fa(zi;a))+λp>M>c Maa ,

(2)

where p and a are the model parameters of FV and AV, respective. Then,
an alternating greedy coordinate descent (AGCD) algorithm is developed
to solve this joint model.

When fixing a, the partial derivative of J (p,a), w.r.t.p j is calculated by

−∂J (p,a)
∂ p j

=
N

∑
i=1

(
yih j(xi)exp

(
− yi

Nh

∑
k=1

pkhk(xi)
))

−λ
∂ (p>M>p Maa)

∂ p j
.

(3)

Given the binary property of Mp, we have

∂ (p>M>p Maa)
∂ p j

= (Mp(:, j))>φφφ a = φφφ a(sp( j)) , (4)

where Mp(:, j) is the j-th column of Mp, φφφ a(sp( j)) the sp( j)-th element of
φφφ a, and sp( j) the feature selection of the j-th hypothesis in f . Finally, we
have

−∂J (p,a)
∂ p j

=
N

∑
i=1

(
yih j(xi)exp

(
− yi

Nh

∑
k=1

pkhk(xi)
))

−λφφφ a(sp( j)) .

(5)

Following the GCD strategy, we choose p j that maximizes this term.
This is similar to the base hypothesis selection under the current weight dis-
tribution in the classical AdaBoost algorithm, except that in our case there
is an additional term −λφφφ a(sp( j)). Therefore, the base hypothesis selec-
tion is not only to fit the current distribution of data, but also to discourage
choosing features favored by the auxiliary task.

A similar alternating step is conducted for the auxiliary task learning,
taking the partial derivative of J (p,a) w.r.t. a j as
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Table 1: Comparison with state-of-the-arts on FG-net. Results are quoted
from the corresponding references except for “proposed".

Method Year EER (%)
Graph Matching [5] 2010 25.4

GOP [2] 2010 24.1
Landmark [7] 2010 23.6

Growth Model [8] 2012 22.3
AGCD (GOP) proposed 21.7

AGCD proposed 19.4

Table 2: Comparison with state-of-the-arts on MORPH. Results are quoted
from [4] except for “proposed".

Method Year EER (%)
Bayesian Eigenface [6] 2005 9.7

GOP [2] 2010 10.5
Bagging LDA [3] 2011 10.2

NRML [4] 2014 8.6
MNRML [4] 2014 7.5

AGCD (GOP) proposed 9.2
AGCD proposed 5.5

−∂J (p,a)
∂a j

=
Na

∑
i=1

(
lih j(zi)exp

(
− li

Nh

∑
k=1

akhk(zi)
))

−λφφφ p(sa( j)) ,

(6)

where sa( j) is the feature selection of the j-th hypothesis in fa.
To evaluate the proposed algorithm, we conduct cross-age face verifica-

tion experiments using two benchmark cross-age face datasets, FG-Net and
MORPH. Table 1 and Table 2 show the results with comparison of state-of-
the-arts.

The main contributions of our work:

• To the best of our knowledge, our study is the first one that treats age-
sensitive information as a blessing rather than a curse for cross-age
face verification.

• A novel framework is proposed to harness the task conflict in a prin-
cipled way, and a new algorithm is developed in this framework. The
algorithm is general and can be extended to other scenarios involving
similar task competition constraints.

• Extensive experiments on benchmark datasets are conducted and new
results are registered.
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