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For signature matching we distinguish between two problems—full signa-
ture matching, which assumes an accurate segmentation and an author who
has produced a complete and consistent signature, and partial signature
matching, where we enroll a full reference signature, but may only have
a partial signature or even initials to match against the reference signature.
A lot of work has shown great promise for addressing the full signature
matching problem using feature descriptors such as shape context [5] [2].
However, partial signature matching remains an open problem.

To address the partial signature matching problem, we developed a method
based on the combination of supervised latent Dirichlet allocation (sLDA) [1]
and hierarchical Dirichlet processes (HDP) [3]. In our approach, sLDA is
first used to discover the salient regions in all training signatures. A salient
region is a distribution over the features in the visual vocabulary, which
groups similar co-occurring observations. Each author is modeled as a com-
bination of all salient regions with different proportions. For a query signa-
ture, classification is performed by computing the salient region proportions
for the signature based on observations. Further, instead of guessing the
number of salient regions empirically, HDP is used to estimate the number
needed for the given dataset.

First, we model signatures as a group of observations. Shape context
features, which describes the relations between nearby points while toler-
ating slight shape distortion, are used to describe the 2-D binary shapes.
To build observations, we first extract contour points from one signature
proportional to the total length of the contour. For each contour point, a
log-polar space is formed around it with uniform bins. A histogram is built
by calculating the number of nearby points that fall in each bin in a certain
order, based on the relative distance and angle of the two points. K-means
clustering is used to build the visual vocabulary for all signatures. We clus-
ter all contour points into different clusters and treat each cluster label as
one observation. The vocabulary consists of all the cluster labels. For each
signature, the number of contour points being classified into one cluster is
regarded as the appearance frequency of this observation.

Then, we build a supervised topic model for the partial signature match-
ing problem. The generative process for the n,;, observation in #,;, signature
is given as follows:

1. For the t,, signature, draw salient region proportions 6; from Dir(ot)
2. For each observation:

(a) Draw a salient region assignment S; , from Mult(6;)

(b) Draw an observation Oy, from Mult(Bs, )

3. Draw authorship variable A, from N(n7S;, 6%)

Where the Dir(-), Mult(-), N(-) represent Dirichlet distribution, Multi-
nomial distribution, and Normal distribution respectively. ¢ is an R-
dimensional hyperparameter for Dirichlet distribution with R being the num-
ber of salient regions. § = [B1, B2, ..., Br], where each B, is the distribution
of salient region r over the vocabulary, and S; is the mean of the salient
regions of the 7, signature. With only observations and authorship given,
we want to estimate o, 8,1,02. Variational EM algorithm [4] is used to
estimate the parameters of the SLDA model.

To efficient solve the problem of estimating the number of salient re-
gions, we further use a new topic model structure called hierarchical Dirich-
let processes provided by Teh [3], which lets the data estimate the number
of salient regions needed.

Our method is tested on two partial signature datasets and one full sig-
nature dataset. The top-N rank accuracy is used as the evaluation protocol.
To compare with previous methods, our goal is to show that our method
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Figure 1: SLDA model for our problem.
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Figure 2: Sample signatures in DS-II partial dataset. Left column shows five
full signatures. Right column shows their partial signatures with different
kinds of degradations.

works well on both full and partial signatures. Some sample signatures are
shown in Figure 2.

The first set of experiments was designed to test only partial signatures.
It obtained a top-1 accuracy of 87.8%, a great improvement of 70.3% over
the multi-stage LSH method. The second set of experiments was designed to
test only full signatures. It obtained a top-1 accuracy of 92.1%, an slight im-
provement of 4.7% over the previous method. The third set of experiments
tested on a more challenging dataset with both full and partial signatures.
It obtained a top-1 accuracy of 37.8%, a moderate improvement of 15.6%
over the previous method.
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