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Abstract

This paper presents a novel locally linear KNN model
with the goal of not only developing efficient representa-
tion and classification methods, but also establishing a re-
lation between them so as to approximate some classifica-
tion rules, e.g. the Bayes decision rule. Towards that end,
first, the proposed model represents the test sample as a lin-
ear combination of all the training samples and derives a
new representation by learning the coefficients considering
the reconstruction, locality and sparsity constraints. The
theoretical analysis shows that the new representation has
the grouping effect of the nearest neighbors, which is able
to approximate the “ideal representation”. And then the lo-
cally linear KNN model based classifier (LLKNNC), which
shows its connection to the Bayes decision rule for mini-
mum error in the view of kernel density estimation, is pro-
posed for classification. Besides, the locally linear nearest
mean classifier (LLNMC), whose relation to the LLKNNC is
just like the nearest mean classifier to the KNN classifier, is
also derived. Furthermore, to provide reliable kernel den-
sity estimation, the shifted power transformation and the co-
efficients cut-off method are applied to improve the perfor-
mance of the proposed method. The effectiveness of the pro-
posed model is evaluated on several visual recognition tasks
such as face recognition, scene recognition, object recogni-
tion and action recognition. The experimental results show
that the proposed model is effective and outperforms some
other representative popular methods.

1. Introduction
Visual recognition such as face recognition, object

recognition, scene recognition and action recognition has
received much attention over the past few decades. Many
methods are developed and one of the most successful and
well-studied method is the subspace method, whether the
linear subspace [2], [27] or the non-linear ones [16], [35].
Recently, the sparse representation based method [31] is
proposed to address the problem of robust representation

and classification. Many variants [11], [34], [37] are fur-
ther proposed to incorporate discriminative information for
learning the discriminative dictionary and the sparse repre-
sentation. For most methods, representation and classifica-
tion are developed independently, which violates the need
that the representation methods should serve and facilitate
the subsequent classification methods for visual recogni-
tion. In addition, these methods bring other issues such as
classifier restriction, computational complexity etc..

In order to address these issues, we propose a novel lo-
cally linear k nearest neighbors (LLKNN) model for robust
visual recognition. The proposed method first learns a new
representation for every test sample as a linear combina-
tion of all the training samples based on the criteria of re-
construction, locality, and sparsity. The new representation
vector, which possesses the grouping effect of the nearest
neighbors, is then provided as the input of a locally linear
KNN model based classifier (LLKNNC) and a locally linear
nearest mean classifier (LLNMC), respectively. The power
of the proposed LLKNNC is guaranteed by establishing its
connection to the Bayes decision rule for minimum error in
the view of kernel density estimation. The shifted power
transformation and a coefficients cut-off method are further
applied for robustness and reliability.

The effectiveness of the proposed method is assessed on
five representative data sets. In particular, for face recog-
nition, the AR face database [17] is used; for scene recog-
nition, the 15 scenes dataset [13] and the MIT-67 indoor
scenes dataset [21] are applied; for object recognition, the
Caltech 256 dataset [10] is utilized; and for action recog-
nition, the UCF50 dataset [22] is used. The experimental
results show the feasibility of the proposed method.

The system architecture is illustrated in figure 1. The
pattern vector is first preprocessed by the the shifted power
transformation. Then the dimension reduction method is
applied. The proposed LLKNN model further derives a new
representation vector v. Finally, the LLKNNC and the LL-
NMC are applied for classification.

The main contributions of the paper are as follows:

• First, we propose a novel locally linear KNN
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Figure 1. The system architecture of the proposed Locally Linear KNN model

(LLKNN) model, which derives representation that
can approximate the “ideal representation” by exploit-
ing the grouping effect of the nearest neighbors prop-
erty of the proposed model.

• Second, we propose the locally linear KNN model
based classifier (LLKNNC), which reveals its connec-
tion to the Bayes decision rule for minimum error in
the context of kernel density estimation.

• Third, we propose the locally linear nearest mean clas-
sifier (LLNMC), whose relation to the LLKNNC is just
like the relation between the nearest mean classifier
and the KNN classifier.

• Fourth, we address the issues of reliable density esti-
mation by applying the shifted power transformation
and the coefficients cut-off method from two aspects:
the sensitiveness to the global bandwidth and the ad-
verse impact of the distant neighbors.

2. Related Work

Sparse representation methods are broadly applied for
visual recognition. Some methods [5], [6] seek to model
the intra-class variations within the dictionary to improve
the performance for face recognition. Recently, some dis-
criminative dictionary learning methods are proposed for
sparse representation. Zhang et al. [37] proposed an ob-
jective function and applied a discriminative singular value
decomposition (D-KSVD) method to learn the discrimina-
tive dictionary and the classifier simultaneously. Jiang et
al. [11] improved upon [37] by adding a label consistent
regularization term. Zhou et al. [38] presented an Joint
Dictionary Learning (JDL) method that jointly learns both
a commonly shared dictionary and the class-specific sub-
dictionaries to enhance the discrimination of the dictionar-
ies. Yang et al. [33], [34] proposed the Fisher Discrimina-
tion Dictionary Learning (FDDL) method, which learns a
structured dictionary that consists of a set of class-specific
sub-dictionaries.

In comparison, our method improves upon these meth-
ods in the following ways. (i) The derivation of the dic-
tionary of other methods is very time-consuming because it

needs to iteratively update the dictionary and the sparse rep-
resentation alternatively. (ii) Some methods are restricted
to linear classifiers, which exclude nonlinear classifiers that
may achieve better performance. (iii) The sub-dictionary
based methods may lead to deteriorated performance when
the number of the training samples for each class is small
because the sub-dictionaries either are trained separately for
each class or depend on the corresponding class too much.
(iv) Our proposed method is capable of establishing the re-
lation between a representation method and its classifiers
in the sense of approximating the Bayes decision rule for
minimum error.

3. The Locally Linear KNN Model
One common assumption in the literature is that a test

sample is a linear combination of all the training samples
[31], which captures the variation of the real datasets.

The ideal case is that only the coefficients of the train-
ing samples with the same class label as the test sample are
non-zero, and otherwise zero. Mathematically, the idea rep-
resentation is defined as follows.

Definition 3.1 The ideal representation. Given the test
sample x ∈ Rn from the class c, and all the training sam-
ples bi ∈ Rn(i = 1, 2, ...,m), the ideal representation of x
is the coefficient vector v = [v1, v2, ..., vm]t ∈ Rm so that

x =

m∑
i=1

vibi (1)

where vi is non-zero if bi belongs to the c-th class and oth-
erwise 0.

As a result, the ideal representation is highly sparse, which
induces the development of the sparse representation based
methods [31].

However, the following two issues inherent of such
sparse representation based methods are still waiting for a
solution. First, the sparsity constraint alone cannot guar-
antee that the expected coefficients are non-zero to approxi-
mate the ideal representation. Specifically, the training sam-
ples that are in the same class as the test sample are often
highly correlated while the sparsity constraint often tends to
select one of them with non-zero coefficient [39]. Second,



the sparse representation based classifier [31] is not directly
related to the optimal classification rules, such as the Bayes
decision rule for minimum error [7].

To address these two issues, we propose a new locally
linear KNN (LLKNN) model based on the observation that
the k nearest training sample neighbors of the test sam-
ple are highly probable to share the same class label with
the test sample if they are robustly selected. Note that our
method applies the L1 norm for robustness and utilizes the
nearest training sample neighbors of the test sample for lo-
cality property. As a result, our method reveals the grouping
effect of the nearest neighbors (GENN), and consequently,
the ideal representation is more likely to be realized by our
proposed method.

Mathematically, the novel locally linear KNN (LLKNN)
model is defined as follows:

min
v
||x− Bv||2 + λ||v||1 + α||v− βd||2 (2)

where x ∈ Rn is the test sample, B = [b1,b2, ...,bm] ∈
Rn×m is the training sample matrix and coefficients vector
v ∈ Rm is the derived representation. || · || is the L2 norm
and ||·||1 is the L1 norm. The vector d = [d1, d2, ..., dm]t ∈
Rm, and di = exp{− 1

2σ2 ||x − bi||2}. The parameter σ is
used for adjusting the decay speed. We can observe that di
is larger if the training sample bi is closer to the test sample
x.

The first term maintains the reconstruction ability, the
second term is the sparsity constraint that keeps the ro-
bustness property, and the third term represents the locality
property so that the closer the training sample is to the test
sample, the larger its coefficient will be. The model param-
eters: λ, α and β contribute to balancing each term. The
proposed model thus emphasizes the nearest training sam-
ple neighbors of the test sample and assigns them large co-
efficients. Section 3.3 further shows that only the k largest
coefficients of the nearest training neighbors in the same
class as the test sample are necessary for achieving good
performance.

The rationale of the proposed method is twofold.

• First, the k nearest training sample neighbors are more
likely to be in the same class as the test sample if they
are robustly selected. Besides, as shown in Section 3.1,
the proposed model has the grouping effect of the
nearest neighbors (GENN) — the training samples
that are highly correlated and close enough to the test
sample tend to have similar and large coefficients. As
a result, the proposed model tends to derive the ideal
representation.

• Second, the LLKNN model based classifier
(LLKNNC) approximates the Bayes classifier in
the sense of kernel density estimation in Section 3.2

based on the representation derived by the proposed
model.

3.1. Representation

The new representation is derived by optimizing the cri-
terion in equation 2. The FISTA (Fast Iterative Shrinkage
Thresholding Algorithm) algorithm [1] is applied to solve
it. The equation 2 can be decomposed into f(v) + g(v),
where f(v) = ||x−Bv||2+α||v−βd||2 and g(v) = λ||v||1.
To ensure convergence, the maximal step size for the FISTA
algorithm is selected as 1

L , where L = 2λmax(BtB + αI),
which means twice of the largest eigenvalue of the matrix
BtB + αI.

By optimizing the criterion in equation 2, the new repre-
sentation possesses the grouping effect of the nearest neigh-
bors (GENN) as shown below.

Theorem 3.1 Given a L2 normalized test sample x
(||x||2 = 1), the L2 normalized training sample matrix
B (||bi||2 = 1, i = 1, 2, ...,m) and the vector d =
[d1, d2, ..., dm]t, let v∗ = [v∗1 , v

∗
2 , ..., v

∗
m]t be the solution

to the LLKNN model defined in equation 2. Define the
sample correlation ρ of two training samples bi and bj as
ρ = btibj and the difference between the coefficients v∗i and
v∗j (i, j = 1, 2, ...,m) as

M(i, j) = |v∗i − v∗j | (3)

Then, if the signs of v∗i and v∗j are the same, we have

M(i, j) ≤ C

α

√
2(1− ρ) + β|di − dj | (4)

where C =
√
(1 + αβ2||d||2), which is a constant.

The equation 4 is called the grouping effect of the near-
est neighbors (GENN), which means, if the training samples
are highly correlated (ρ ≈ 1) and close enough to the test
sample (di ≈ dj and di, dj are large), then the coefficients
of the training samples are similar (v∗i ≈ v∗j ). The experi-
mental analysis in Section 5.5, implies the tightness of the
bound in the equation 4 that the GENN property amplifies
the coefficients of the training samples in the same class as
the test sample while suppresses others. This is the case
consistent with the ideal representation.

3.2. Classification

After we derive the representation v by the LLKNN
model for the test sample x with the given training sample
matrix B, we first propose the LLKNN model based classi-
fier (LLKNNC) to classify the test sample x. The classifi-
cation rule is defined as follows:

c∗ = argmax
c

∑
bi∈Bc

vi (5)



where c = 1, 2, ..., w is the class label, Bc is the set of train-
ing samples in the c-th class. The LLKNNC thus assigns
the test sample to the class c∗ by a major soft vote of all
the training samples in each class, which means that the test
sample is classified to the class that owns the largest sum of
the coefficients.

The effectiveness of the LLKNNC is stated in theorem
3.2. With some reasonable approximations, the classifica-
tion rule defined in equation 5 approximates the Bayes de-
cision rule for minimum error [7].

Theorem 3.2 Given the test sample x, the corresponding
representation v, the two transformations vi = vi−vmin

vmax−vmin

and vi = vi∑m
i=1 vi

are applied first, where vmin and vmax is
the minimal and maximal value among all the elements of
the vector v.

Then, if the prior distribution p(c) is equal for all the
classes, the Bayes decision rule is approximated by the pro-
posed LLKNN model based classifier in the sense of kernel
density estimation.

c∗ = argmax
c

∑
bi∈Bc

vi

≈ argmax
c

∑
bi∈Bc

βdi + const

∝ argmax
c
p(c|x)

(6)

Note that the transformations make
∑

bi∈Bc
vi fall into

[0, 1] in order to establish a relation to the posterior proba-
bility. It is easy to see that the transformations do not affect
the result of the LLKNNC.

Another classification method, the locally linear nearest
mean classifier (LLNMC), is proposed as well. The relation
between LLNMC and LLKNNC is similar to that between
the nearest mean classifier and the KNN classifier.

We first define the “mean” of the c-th class as follows:

mc =
∑

bi∈Bc

vibi (7)

The LLNMC is then defined as follows

c∗ = argmin
c
||x−mc||22

= argmin
c
||x−

∑
bi∈Bc

vibi||22
(8)

Note that the popular minimal residual classifier [31] is
a special case of our proposed LLNMC when the locality
information is discarded. The difference between our pro-
posed LLNMC and the minimal residual classifier is that
the LLNMC uses the new derived representation instead of
the sparse representation used by the minimal residual clas-
sifier.

3.3. Reliable Kernel Density Estimation

Theorem 3.2 tells us that the power of LLKNNC comes
from the kernel density estimation. Then there are two is-
sues of the kernel density estimation that should be resolved
to improve the reliability, namely the sensitiveness to the
global window width denoted as the value of σ and the ad-
verse impact of distant neighbors.

The first issue is that the kernel density estimation often
suffers the global window width when the underlying den-
sity requires different amounts of smoothing at different lo-
cations, which means the value of σ should be different for
different locations of features. As demonstrated in [28], ker-
nel density estimation works well for densities that are not
far from Gaussian in shape because of the uniformly used
global window width. The shifted power transformation is
able to transform data to a near Gaussian shape so that the
new data can be well estimated. Therefore, we apply the
following shifted power transformation to the pattern vec-
tor before applying the LLKNN model.

T (x) = |x + λ1e|λ2sign(x + λ1e) (9)

where sign(x) denotes the sign vector of each element of
the vector x with the value 0, 1 and -1, 0 < λ1, λ2 ≤ 1
and e = [1, 1, ..., 1]t. Please note that all the vector opera-
tions are element-wise. Moreover, in the new transformed
space, to further alleviate the sensitiveness to the parame-
ter σ, we also propose to apply the L2 normalization to the
vector d defined in the model in the transformed space. As
a result, we discover that the value of σ does not affect the
performance much in practice (see Section 5).

Another issue is that in the new transformed space, we
can discard some distant neighbors which have trailing co-
efficients that may have adverse impact on the performance.
We therefore propose a coefficients cut-off method, where
only the top k largest values of vi for each class are kept so
that the classifier can be computed more efficiently and the
density estimation is more reliable.

The LLKNNC thus is defined as follows

c∗ = argmax
c

∑
(bi∈Bc)∧
(vi∈T (k))

vi (10)

where T(k) is the set of top k largest values of vi for each
class. Similarly, the LLNMC is defined as follows:

c∗ = argmin
c
||x−

∑
(bi∈Bc)∧
(vi∈T (k))

vibi||22 (11)

In practice, the value of k is important to the performance
(see Section 5).



Figure 2. Sample images of the datasets: (a) the AR face database,
(b) the 15 scenes dataset, (c) the MIT-67 indoor scenes dataset, (d)
the Caltech 256 dataset and (e) the UCF50 dataset.

4. Experiments

In this section, we evaluate the performance of the pro-
posed LLKNN model and two classifiers: the LLKNNC and
the LLNMC on several visual recognition databases: face
recognition on the AR face database [17]; scene recogni-
tion on the 15 scenes dataset [13] and the MIT-67 indoor
scenes dataset [21]; object recognition on the Caltech 256
dataset [10]; and action recognition on the UCF50 dataset
[22]. Some sample images are shown in figure 2.

The image or video is first represented as a pattern vec-
tor. In order to conduct fair comparison or achieve compara-
ble results to the state-of-the-art methods, we use different
pattern vectors for different datasets. Please see more de-
tails in the corresponding sub-sections. And the marginal
Fisher analysis (MFA) with the principal component analy-
sis (PCA) is used to reduce the dimension and extract fea-
tures.

4.1. Face Recognition

We evaluate the proposed method on face recognition
by using the AR face database, which is composed of over
4000 frontal view images for 126 individuals each with 26
pictures taken in two separate sessions. A subset of the data
[17], which consists of 50 male and 50 female images with
dimension 165*120, is chosen from the original database.
Then, we follow the experimental settings defined in [31]
and [34] to make fair comparisons that 14 images with only
illumination change and expressions are selected for each
person: the seven images from session 1 for training and
the other seven from session 2 for testing. Before applying
the proposed method, the dimension of the face vector is
reduced to 180.

The model parameters are selected as σ = 1, λ = 0.02,
α = 0.1, and β = 1.5 for the proposed model. For the

Experimental setting 1 Accuracy %
D-KSVD [37] 85.40
LC-KSVD [11] 89.7
JDL [38] 91.7
FDDL [34] 92.00
SRC [31] 94.99
The proposed LLNMC 96.14
The proposed LLKNNC 97.00

Table 1. Comparisons between the proposed LLKNNC, LLNMC
and the other popular methods on AR face database.

Methods Accuracy %

KSPM [13] 81.40 ±0.50
ScSPM [32] 80.28 ±0.93
LLC [30] 80.57 ±−
KC [9] 76.67 ±0.93
D-KSVD [37] 89.10
LC-KSVD [11] 90.40
LaplacianSC [8] 89.7
The proposed LLNMC 97.45±0.27
The proposed LLKNNC 93.54±0.45

Table 2. Comparisons between the proposed LLKNNC, LLNMC
and the other popular methods on the 15 scenes dataset

shifted power transformation, λ1 = 0.0 and λ2 = 0.9. For
the LLKNNC, the value of k = 5 and for the LLNMC, the
value of k = 7. The results that are presented in table 1
show that the proposed method is able to improve upon the
other popular methods significantly.

4.2. Scene Recognition

4.2.1 The 15 Scenes Dataset

The 15 scenes dataset [13] contains totally 4485 images
from 15 scene categories, each with the number of images
ranging from 200 to 400. Following the experimental proto-
col defined in [13] and [32], we randomly select 100 images
per class for training and the remaining for testing for 10 it-
erations. First, we use the spatial pyramid representation
provided by [11] to represent the image as a vector with the
dimension of 3000. The representation is obtained by using
a four-level spatial pyramid and a codebook with a size of
200. Then the image vector is further reduced to dimension
500. For the shifted power transformation, λ1 = 0.0 and
λ2 = 0.5. The model parameters are selected as λ = 0.05,
α = 0.1, and β = 1.0. For the LLKNNC, the value of
k = 1 and for the LLNMC, the value of k = 2. It can
be concluded from the results in table 2 that our proposed
method is able to achieve much better results than the non-
linear or linear kernel based support vector machine, which
is used by the compared methods.



Methods Mean Accuracy %

ROI + Gist [21] 26.1
DPM [19] 30.4
Object Bank [14] 37.6
miSVM [15] 46.4
D-Parts [25] 51.4
DP + IFV [12] 60.8
CNN-SVM no Aug [24] 58.4
The proposed LLNMC 59.12
The proposed LLKNNC 58.18

Table 3. Comparisons between the proposed LLKNNC, LLNMC
and the other popular methods on the MIT-67 indoor scenes
dataset

4.2.2 The MIT-67 indoor scenes Dataset

The MIT-67 indoor scenes dataset [21] is a very challenge
scene recognition dataset, which contains 67 indoor cate-
gories with 15620 images. We follow the commonly used
experimental setting [21], wherein 80*67 images are used
for training and 20*67 images for testing. The perfor-
mance is measured as the average classification accuracy
over all the categories. We consider the Fisher vector fea-
ture [26] for representation. The SIFT feature is first pro-
jected to 80 dimension and a codebook with 256 visual
words is computed, then the dimension of the Fisher vec-
tor is 2*256*80 = 40960. Then we further reduce the di-
mension to 2000. For the shifted power transformation,
λ1 = 0.0 and λ2 = 0.5. The model parameters are selected
as λ = 0.01, α = 0.1, and β = 1.5 for the LLNMC while
β = 0.5 for the LLKNNC for the best performance. For
both the LLKNNC and the LLNMC, the value of k = 20.
The results in table 3 shows that the proposed method is able
to achieve comparable results to the support vector machine,
which is used by the compared methods. And by borrow-
ing the power of the Fisher vector feature, we are able to
achieve very competitive results on the challenge MIT-67
indoor scenes dataset.

Please note that we learn the Fisher vector directly from
the SIFT features of the images instead of learning the part
detectors in [12]. Moreover, we reduce the dimension of
Fisher vector 40960 to 2000, which saves much storage
space. And no data augmentation technique is used. How-
ever, we can still achieve very competitive results to the
state-of-the-art methods [12].

4.3. Object Recognition

The Caltech 256 dataset [10] contains 30607 images di-
vided into 256 object categories and a clutter class. We fol-
low the common experimental settings [30] that 15, 30, 45,
60 images per category are selected randomly for training
and no more than 25 images for testing for 3 iterations. In

training images 15 30 45 60
ScSPM [32] 27.73 34.02 37.46 40.14
LLC [30] 34.36 41.19 45.31 47.68
IFV [20] 34.70 40.80 45.00 47.90
Bo et al. [3] 40.50 48.00 51.90 55.20
Zeiler [36] 65.70 70.60 72.70 74.20
The LLNMC 68.32 71.89 74.13 75.47
The LLKNNC 68.55 72.09 74.07 75.36

Table 4. Comparisons between the proposed method and the other
popular methods on the Caltech 256 dataset.

order to achieve comparable results to the state-of-the-art
methods, the proposed method is built upon the 4096 di-
mension vector that is extracted by using a pre-trained con-
volutional neural network CNN-M [4]. For shifted power
transformation, λ1 = 0.0 and λ2 = 0.5. We further reduce
the dimension to 1000. The model parameters are selected
as σ = 1.5, λ = 0.01, α = 0.1, and β = 1.5. For both
the LLKNNC and the LLNMC, the value of k = 15. The
results that are shown in table 4, demonstrate the proposed
method is able to be comparable to the other popular meth-
ods with the support vector machine for classification in all
the training image sizes.

Please note that the proposed method does not make use
of the data augmentation and fine-tuning techniques [4].
However we can still achieve the comparable results to the
state-of-the-art methods [36], [4].

4.4. Action Recognition

We use the action recognition dataset: the UCF50 dataset
[22], which is a large scale video dataset for action recog-
nition collected from YouTube, for assessing the proposed
method. It consists of 50 action categories with a total of
6676 videos and with a minimum of 100 videos for each
action class. We follow the experimental setting provided
in [23], which divides the dataset into 5 groups with similar
size of data and uses the 5-fold group-wise cross-validation.
Please note that this setting is more challenge than the leave-
one-out-cross-validation with 25 folds proposed in [22].
The action bank feature [23] is applied for representing the
video data with dimension 14965 that is further reduced to
500. For the shifted power transformation, λ1 = 0.01 and
λ2 = 0.8. The model parameters are selected as σ = 1.5,
λ = 0.05, α = 0.1, and β = 1.5. For both the LLKNNC
and the LLNMC, the value of k = 10. The results in table
5 demonstrate that the proposed method can improve upon
other popular methods a lot.

5. Analysis
In this section, we provide more comprehensive analysis

of the proposed method concerning about the performance.



Methods Accuracy %

GIST [18] 38.8
Wang et al. [29] 47.9
Action bank [23] 57.9
SRC [31] 59.6
D-KSVD [37] 38.6
LC-KSVD [11] 53.6
JDL [38] 53.5
FDDL [34] 61.1
The proposed LLNMC 62.42
The proposed LLKNNC 62.66

Table 5. Comparisons between the proposed LLKNNC, LLNMC
and the other popular methods on the UCF 50 action recognition
dataset

Figure 3. The assessment of the effectiveness of shifted power
transformation under different values of the parameter k on the
MIT-67 indoor scenes dataset

Particularly, we evaluate the proposed method on the fol-
lowing critical issues: (1) the effectiveness of the shifted
power transformation, (2) the sensitiveness to the parameter
σ, (3) the sensitiveness of the parameter k, (4) the compari-
son to plain KNN classifier, and (5) the evaluation of group-
ing effect of the nearest neighbors. And all the experimental
settings in this section are the same as the ones used in the
above experimental section unless otherwise specified.

5.1. The effectiveness of the shifted power transfor-
mation

First, we evaluate the effectiveness of the shifted
power transformation (SPT) by comparing the results of
“LLKNNC” (already with SPT), “LLKNNC without SPT”,
“LLNMC” (already with SPT) and “LLNMC without SPT”
under different values of the parameter k, which is defined
in Section 3.3. Without specification, when we denote the
method as “LLKNNC” or “LLNMC”, the shifted power
transformation is already applied. As shown in figure 3, the
performance is indeed improved by using the shifted power
transformation under all the values of k. Note that the other
parameters are fixed.

Figure 4. The assessment of the sensitiveness to different values of
the parameter σ on the MIT-67 indoor scenes dataset

5.2. The sensitiveness to the parameter σ

As proposed in Section 3.3, the shifted power trans-
formation and the L2 normalization are able to allevi-
ate the sensitiveness of the parameter σ, which repre-
sents the global window width for kernel density estima-
tion. As shown in figure 4, we demonstrate the results of
“LLKNNC” and “LLNMC” under different values of the
parameter σ. The parameter σ truly does not affect the per-
formance of classification much since we have applied both
the shifted power transformation and the L2 normalization
to the vector d. However, without the the shifted power
transformation, the performance relies on the value of σ
much. We also discover that the L2 normalization to the
vector d is necessary to guarantee the performance, other-
wise the performance will drop below 10%.

To further show that the sensitiveness to the parameter
σ can be alleviated by our proposed method, some extreme
values of σ such as 20, 30 are also evaluated. The perfor-
mance of LLKNNC is 58.40 (even better than that reported
above) and the performance of LLNMC is 58.49 for both
values.

5.3. The sensitiveness to the parameter k

As proposed in Section 3.3, the coefficients cut-off
method is able to discard the longer distance neighbors
which contribute trailing coefficients that may have adverse
impact on the performance. Thus, we evaluate the perfor-
mance when the value of the parameter k varies and all the
other parameters are fixed. The results shown in figure 3
demonstrate the importance of the value of k that we can-
not use too small value of k and also there is no need to use
larger value of k.

5.4. Comparison to KNN Classifier

We compare our proposed classifiers with the KNN (K
= 3) classifier as the amount of training data varies in this
section. Results in table 6 demonstrate that our proposed
classifiers can improve upon the plain KNN classifier sig-
nificantly.



training images 15 30 45 60
KNN 62.22 65.68 67.30 68.59
The LLNMC 68.32 71.89 74.13 75.47
The LLKNNC 68.55 72.09 74.07 75.36

Table 6. Comparisons between the proposed method and the plain
KNN classifier on the Caltech 256 dataset.

5.5. The Grouping Effect of the Nearest Neighbors

In this section, we evaluate the tightness of the bound of
the grouping effect of the nearest neighbors with the goal of
showing that the proposed LLKNN model is able to derive
the representation that approximates the ideal representa-
tion in terms of two measurements: the true activation ratio
(TAR) and the false activation ratio (FAR).

Given the number of test samples Ntest and the number
of the expected non-zero coefficients ti for the i-th test sam-
ple, the first measurement: the true activation ratio (TAR),
is defined as follows

TAR =

∑Ntest

i=1 ti
Ntest

(12)

which means the average numbers of the expected coeffi-
cients that are activated (non-zero) for all the test samples.
Ideally, the TAR is the size of the training samples of the
c-th class if the test sample is from class c.

The second measurement is the false activation ratio
(FAR)

FAR =

∑Ntest

i=1 fi
(c− 1)Ntest

(13)

where c is the number of classes and fi is the number of
the non-expected non-zero coefficients for the i-th test sam-
ple. The FAR represents the average numbers of the non-
expected coefficients that are activated over all the other
false classes (c − 1) for all the test samples. We expect the
proposed model to keep a higher value TAR that is close to
the size of the training samples in each class and a lower
value of FAR that is close to 0.

As shown in table 7, we present the accuracy, the value
of FAR and the value of TAR when the parameter λ, α and β
changes. It can be observed that sometimes increasing (de-
creasing) the value of TAR will also result in the increasing
(decreasing) of the value of FAR, which may degrade the
performance. Therefore a trade-off between the value of
FAR and the value of TAR is necessary to achieve the best
performance.

6. Conclusion
This paper presents a novel locally linear KNN model for

robust visual recognition. The theoretical analysis shows
that the derived representation has the grouping effect of the

λ α β LLKNNC LLNMC TAR FAR
0.01 0.1 1.5 57.65 59.12 30.60 15.35
0.05 0.1 1.5 57.13 56.06 11.05 1.44
0.10 0.1 1.5 49.15 48.60 4.35 0.16
0.01 0.1 1.5 57.65 59.12 30.60 15.35
0.01 0.3 1.5 56.91 58.52 35.92 18.33
0.01 0.5 1.5 55.95 57.88 39.91 20.63
0.01 0.1 0.5 58.18 58.60 30.45 15.34
0.01 0.1 1.0 57.80 58.82 30.52 15.34
0.01 0.1 1.5 57.65 59.12 30.60 15.35
0.01 0.1 2.0 57.95 59.12 30.66 15.36

Table 7. The accuracy, the value of FAR and the value of TAR
when the parameter λ, α and β changes on the MIT-67 indoor
scenes dataset

nearest neighbors, which is able to approximate the “ideal
representation”. And then the locally linear KNN based
classifier (LLKNNC), which is proved to approximate the
Bayes classifier in the view of kernel density estimation,
is proposed for classification. Besides, the locally linear
nearest mean classifier (LLNMC), is also proposed. Fur-
thermore, the shifted power transformation and the coeffi-
cients cut-off method are used to improve the performance
of the proposed classifiers. The effectiveness of the pro-
posed model is evaluated on several representative visual
recognition databases, and the experimental results show
that the proposed model outperforms some other represen-
tative popular methods.
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