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Image set classificatior8] 4] aims to recognize an object of interest from [ Maximal Manifold Margin ]

a set of image instances captured from varying viewpointsder varying 1 1
illuminations, which is different from the conventional age classification

where each training and testing example is a single stilggnaCompared eoe ---@] ee ---0]

to a single image, an image set offers us more useful infoomao de-
scribe objects of interest. However, it is also more chagliile to exploit
discriminative information from image sets because thezauaually larger ee ---0)].. @0 ---0]
intra-class variations within a set, which makes the cl@sgion task more
difficult.

In this paper, we propose a new multi-manifold deep metrenimg
(MMDML) approach for image set classification, where the kiga of the
proposed approach is shown in Figure Given each image set, we first
model it as a nonlinear manifold because manifolds cantefedg describe
the geometrical and structural information of image inséawithin image
sets. Motivated by the fact that deep learning has demaedtsaiperb capa-
bility to model the nonlinearity of samples, we propose a MMIDmethod
to learn multiple sets of nonlinear transformations, ortef@eeach object Figure 1: The basic idea of our proposed image set classificapproach.
class, to nonlinearly map multiple sets of image instanatsa shared fea-
ture subspace, under which the manifold margin of diffecdass is max-
imized, so that both discriminative and class-specific rimfation can be margin between theth manifold and other manifolds:
exploited, simultaneously. "

Let X = [Xg, -+, X, -+, Xc] be the training set of different classes, LS L L
whereXe = [Xe1,Xc2, -+, Xai, - » XeN,| € R9*Ne denotes theeth image set, n}cmi; (Dl(h‘j) B DZ(hCi)) ©)
1<c<C, N is the number of samples in this image sgtjs theith image
in this image set, and is the feature dimension of each image. As shown By applying the criterion ing) on each sample from all image sets in
in Figurel, we construct a deep neural network for each class, and Ipassite training set, we formulate the following optimizatioroplem for our
image sekX. into thecth network. Assume there aket 1 layer in the work, MMDL modal:
and d'C denote the number of nodesllith layer of thecth network, where c N ycoL
1 < I < L. For the image, its output of the first layer in theth network - ( L L ) A ( 112 | 2)
is computed ashy = s(Wixg + b}), whereW? is the projection matrix o ch 1|Zg D1(hei) = D2(hi) 2 Z Zl IMEIIE +Bell2)  (4)
amdb1 is the bias vector to be learned in the first layer of ¢tienetwork,
sis a nonlinear active function which applies componentelyiswhich is where the first term maximizes the manifold margins to exhe discrim-
widely used in previous deep learning algorithrisZ]. Then, the output inative information for classification, and the second teegularizes the
of the first layer of this network is used as the input of theoseclayer. parameters of these networksjs a parameter to balance the contributions
Therefore, the output of the second layehds= s(\W2hl, + bZ), wherew? of different terms, and(a) is a generalized logistic loss function to smooth-

Cc'c
is the projection matrix ant2 is the bias vector to be learned in the secorfwapmeImate the hinge loss functien= max(a, 0).
layer of thecth network, respectlvely Similarly, the output for thh layer SlncehkIp andh'c-Iq depend on the network parametéys, W2, --- W\,

is hl; = s(\WLhi; 1 +bL), and for the top layer ishy = s(Wth 1+ bY), andb?, b2, -, bk, which are also to be learned in our method, the optimize
WhereWL is the projection matrix aan is the bias vector to be learned fotion funct|on deﬂned in4) is an egg and chicken problem. To address this
the top Iayer of theth network, respectively. we develop an iterative algorithm to obtain a local optinwlison. Specif-
For each samplegi from the cth manifold, we compute two squaredbcally, we first initialize the network parameters with appriate values and
distance@l(h!;i) andDz(h!;i), which measure the dissimilarity between thisompute the intra-class and inter-class neighbors, themypdate these pa-
sample and its intra-class and inter-class neighbors Esvil rameters by4) until convergence.
Implementation of this method by the stochastic sub-gradiescent

. 1 K 5 algorithm is described in the paper, as are the details gittheedure of the
Di(hg) = K z I —hgpl13 (1) algorithm. Our conclusion is that multi-manifold deep retearning is an
p=1 effective approach to image set classification.
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